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MODAL AND IMPEDANCE ANALYSIS

AN IMPEDANCE TECHNIQUE

FOR

DETERMINING LOW FREQUENCY

PAYLOAD ENVIRONMENTS

Kenneth R. Payne
Martin Marietta Corporation

Denver, Colorado

An approximation method for determining low frequency pay-
load environments is developed and compared to state of the
art coupling/response routines. Problems in signal condition-
ing techniques and frequency domain analysis are discussc.'
Results from analytical simulations with a spring mass sys-
tem and a math model of the Space Transportation System and
Long Duration Facility are presented.

INTRODUCTION

Low frequency payload loads and a few common boosters. The result is
environmental predictions can be a very some analyses are repeated over and
lengthy and expensive task for complex over, often with very similar results.
booster payload configurations. De-
tailed mathematical models exhibiting A preferable technique, eliminat-
sufficient resolution of the dynamic ing the necessity of creating detailed
characteristics of both the payload and coupled models as well as decreasing
booster must be individually generated the scope of an overall integration
than mathematically coupled to form the task, is described here. This ap-
final system models. The number of proach, designated by the author as
degrees of freedom associated with the "impedance technique", corrects
these individual models as well as the the response of the booster/payload
number of degrees of freedom describing interface to reflect feedback changes
the total system dynamic characteris- associated with changes of the payload.
tics make analysis of this level of All calculations are done in the fre-
detail economically intimidating. This quency domain. The approach elimi-
generally results in the analyst reduc- nates the necessity of computing the
ing the size of system models to cut final coupled eigensolutions. The
down on cost. While some future pay- final equations are reduced to simple
load models may legitimately be reduced complex transfer functions. Further-
in size for system analyses, the evident more, the booster dynamic character-
complexity of boosters, such as the istics required to compute these
Shuttle Transportation System (STS), transfer functions consist of unloaded
and payloads, such as current concepts interface free-free modal data. Thus,
of Large Space Structures (LSS), will by obtaining a "standard" set of
require enormous numbers of degrees of booster model and input environmental
freedom for conventional system defin- data, the payload organizations should
ition. be able to calculate the expected low

frequency environments at the inter-
Furthermore, in most cases, booster face of the booster/payload. Thus,

models and external forcing functions the approach also reduces a large
are assumed to be constant, i.e., portion of the overall integration
changes in the payload environments are task.
assumed to be dependent on the payload
characteristics, holding the external The first purpose of this paper
forces and booster characteristics is to present the development of the
constant for the most part. These impedance technique and emphasize some
assumptions do have some merit since a of its salient features. Since any
large number of payloads are carried on analytical technique must pass a
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demonstration test, the second purpose where
of this paper is to present the results 1M%] = the discrete mass
of using the payload impedance tech- matrix of the booster
nique on the future Long Duration [K8] the discrete stiffness
Exposure Facility (LDEI) STS payload. matrix of the booster
This example serves as a cumulative JiBjti(~ vectors of the discreteevaluation and lends some insight into motions of the boosterthe value of the methodology,.oin f h ose

Let us turn our attention to the
DEVELOPMENT O1 STANDARD MODAL COUPLING payload model for the moment. Eq. (1)

Before discussing the development generally represents the structure as
free-free, i.e., unconstrained at any

of the impedance methodology, a brief point. A more convenient set of equa-i
review of a standard modal coupling tions can be derived by writing the
technique is in order. The coupling absolute motions of the payload as the
process begins with two or more discrete sum of motion relative to the inter- A

mathematical models depicting, for face and that due to the motion of the
example, the structural properties of interface itself. In matrix form,
any booster and payload (Figure 1)
system. The discrete equations of this can be written s:

motion (1] for the payload uncoupled
(free-free) could be written asi J " Ii - + [T] i|Xi (3)

[Hp] lxi + [K]l I !° I() where

whpe ethe relative displacementswhere
of the payload points to
the interface.(MH) the discrete mass [T] the static reduction matrix

matrix of the payload of all the payload degrees
[Kp] the discrete stiffness of freedom to the interface.matrix of the payload

majxp vectors of discrete pXd the discrete displacements

S e sat the payload/booster
motions of the payload, interface.

PAYLOAU If the system can be assumed
linear, the relationships shown in Eq.

z (3) will also hold for the velocities
INV';EACE and accelerations. It should be pointed

out that the relative motions of the
payload are obtained by constraining the
payload at the interface to the booster,
and the reduction transformation [T] be-
comes a rigid body transformation when
the interface is statically determinate.
Relative motion can be expressed in
terms of the natural modes, [f], of the
constrained system. Then Eq. (3) be-
comes,

jxP} I I[4 q I + [TrI1 (4)

where

l{Pl= modal coordinates of the
constrained payload.

Fig. 1 - Schematic of Typical Payload/Boo,;..t
System Showing Pertinent Accelei.'•ion,• Transforming the payload energies into
and Loads. the Eq. (4) coordinate system, the equa-

tions of motion for the payload become
Note here that the equations of motion
shown in Eq. (1) do not include damping
or any applied forces. These factors
in the equations of motion will be con-
sidered later in the development. A Tsimilar set of equations can be written sy TMp T ýkp

for the booster as, r 2  
''(5)

[MJk 1x} + [Ks] {ii 101 (2) + -

2



where where S5 selects interface dof from the
booster coordinates. These coupled

[ t] = unity matrix representing equations of motion are then decoupled
the generalized naes, by modal substitution of a final set of

eigenvalues, [4 , so that now the sys-
[ tem equations Wie,

[op) = matrix of eigunvectors (1] 1i4c + [2•C w ] ic1
representing the con-
strained payload model.

to Kp T] = the inertial coupling I Jtc1 (9)
matrix T TT OT

[ genralized stiffness rT]mtro~ix, -{• FEi

where

wP= igenvalues of the pay- 4 coupled modal

load in a constrained coordinates
configuration. [2;C C 0 coupled modal damping

Notice here that the equations of [(2] generalized stiff-
motion in Eq. (5) are still coupled. hess for the coupled

The upper set of equations represent
noninterface payload dof and the lower payload/booster

set the interface dof between the pay-
load and booster. Since the interface r

degress of freedom 1XI1, are common to T ['P [ _2
both the payload and the booster, the C JoC LC
rigid body mass, (T' MpTI , can be added
to the booster separately before the
final set of coupled equations are w = 0 for all rigid body
generated. Or, modes

[Tt IFr vector of applied
[M8+TM2 ] B B 1 (6) 1 l=external forces.2

If modes, l, and frequencies, w , of Eq. (9) becomes the equation to be
Eq. (6) are calculated, Eq. (6) cin be solved for vehicle responses and loads
decoupled with the modal substitution for external loading events, e.g.,
approach and simplified to: engine transients and staging events.

The discrete responses of both the pay-
+ 01 load and booster are then computed by

[I] IB1 B IOsjl7) substituting back to the discrete

domain.
where

DEVELOPMENT OF THE IMPEDANCE METHODOLOGY
I jBI'I"BI = modal coordinates of the While the above derivation was not

booster, completely rigorous, it does describe
2 the basic assumptions and techniques of

Note that W - 0 for every rigid body a modal coupling approach. But now let
mode. Eqs. (5) and (7) can be combined us return to Fig. 1. The methodology
to form the final modally coupled set of of the payload impedance technique is
equations [2]. based on isolating the feedback of the

payload from the coupled dynamic charac-
teristics of the total payload/booster

i qp system. The key to the approach liesI Oin the interface forces shown schemat-
3ymL ically in Fig. 1. The desired end

(8) result would be a method by which loads

[4 P ( ýq ) on a new payload can be determined from
+ 2 analysis or test of a prior payload for

2 q 10 a set of loading conditions without

3



having to obtain a new set of coupled the frequency domain by taking the
eigensolitions, or performing new time Laplace Transform of both sides [1].
domain analyses. With zero initial condition, the roodal

accelerations of the unloaded booster
Conpider the interface accelera- due to the applied external forces only

tions, f.j, for the total free-free can be expressed as,
system c(ig. 1) as being the sum of the
accelerations oQi to the external 2
force, id those due to the inter- .
face for ,, " Or, Iq(s)I -2 [I F(a (12)

+ (10)(1)
I"I where

= the accelerations at the inter-
E face due to the external forces Laplacian variable

SF} To convert to the freqiiency domain,

S t er s tsubstitute ju for the variable, s, inS= ~the accelerations at the inter-'
V.'If face due to the interface Eq. (12). The result can be written

: force;, •J in terms of the frequency ratio, X as

sosforcte; tem n h igthndIr iBy substituting the appropriate expres- 2 T

side cf Eq. (10), the total interfac,- (13) +
[ accele'ations will account for both, the i

external forces being transferre:!
through the booster and the dynamic i 1, 2, ... No. of input frequencies
feedback of the payload on the inter-
face. The external forces of concern where
in this development include those such R
as engine thrusts and, in the case of A e the ratio of the ith fre-
an STS configuration, possibly landing quency to the modal fre-
loads. They do not, howe-er, include quency
any external loads applied directly to
the payload. Transforming back to the discretc coor-

Fiist consider the acce .erations dinates of Eq. (10), an expression for
due to the external forces applied to the interface accelerations as a func-

the booster. A set of free-free equa- tion of the input frequency is given
tions for the booster can be derived by:

as* 2 ,T

(-21F] IF (11) j
BJ s - Lri t EI Or simplifying,

w -hqBr etc = modal coordinates of

the unloaded boostermodel The coefficients matrix, (TADMIj, repre-
mo=enalid sents the comple:c transfer admittance

[2 B B generalized daring of the booster from the point of exter-
matrix for the unloaded nal force application to the payload

booster interface.
[Z ] = generalized stiffness

of the unloaded booster Next, to derive the expression for

the interface accelerations due to the
E FB]" modal amplitudes at the interface forces, 1., a set of differ-

FB_ external force loca- ential equations similar to Eq. (11)
tions. can be wri :en as,

The termination "unloaded" means the
payload body mass contribution [TTM, T)
in Eq. (6) is not added to the booster
interface before the eigensolution is
obtained. Eq. (11) can be converted to

. .. 4



the payload. Eq. (5) can be written
([) j'4j + [2c wal j~ to include damping a8:

where y 'rT I
ll, 1 l I. jqj} modal coordinates asso-

ciated only with the

responses to the inter- 2F lp•j (qp
o ] =modal amplitudes at the u]

interface.

Here the distinction in the booster Wp
modal responses is to separate those due +
to the external forces, JFE, (see Eq. + I
(10), from those due to the interface 0 Xo f
forces, Jfl. Following the previous
procedure for solving and simplifying
the equations of motion in the frequency This equation now includes gener-

domain, the discrete accelerations at a~ized damping and the force on the
the interface due to the interface loads payload, dfap Eq. (20) does imply a I

are: basic assumption. Notice that the
F damping and stiffness partitions cor-

- ; I (17 responding to the interface degrees of
=1  [iB A2  ' freedom are null. This is not true if

i J i the interface is not statically deter-
minate. In the case of the indetermi-

S1i, 2, .No. of input frequencies, nate interface, the following expres-
sions are somewhat more complicated but

where are manageable. One may separate the
upper set of equiations in (20),

= modal amplitudes at the inter-
face

11 = , ratio of the ith input (21)
frequency to the modal Tfrequency. + (W• 2 Iqpj lo[p]T [•] [T] {X,

S[PAD ]1  
from tne lower set,

IT lqpl(22)

Here the coefficients matrix, (PAIMI1  (22)
represents the complex transfer admit- + ITT MpT] {XJ
tance of the booster from the point of
interface force application (i.e., theintf.-face) to the payload interface. Taking the Laplace transformation of

This matrix contains the transfer func- Eq. (21) and simplifying as before, we
have

tion characteristics of the booster at
that point due to the interface forces, 2
If1. Substitcuting Eqs. (15) and (18) P- [ 1T MpT (3
into Eq. (10) yields. qp [ + J [M TX (2)i

ji - (TADM]- Fp + (PAJN]1 jf[ (19)
i i = 1, 2, 3, ... , No. of input fre-

quencies.

The feedback effect of the payload on Now substituting (23) into (22)
these interface accelerations is con-
tained in the second term of Eq. (19)
which involves the interface forcesffl.
These forces will now be expressed as a
function of the inertial responses of

5



/ý F[2- )i - [PAlM] 1 [IMP2]

P T / (28)

+ [TTNPT1) li~ - 11 (24) (i PD~ '~)$4
or 1 = 1, 2, 3, ... , No. of input fre-

quencies.
[IMP) . (25) where "I" & "2"designate different pay-

loads.
Here, the complex coefficients matrix
(IMP]i represents the impedance of "com-

plex inertia" of the payload at the
payload/booster interface.

Now all of the complex transfer
function characteristics that ate
necessary to fully describe the vehicle
coupled response have been derived, and -
the final forin of the coupled impedance Payload #1 Payload #2
can be generated. Substituting (25)
into (19) yields,

i 21 - TADM]i P41j
SBooster

(26)

Fig. 2 - Schematic of Impedance Technique for
1 1 1, 2, 3, ... , No. of input fre- Replacing One Payload Feedback With

quencies. Another

Or, rearranging

([I] - [PAnMJ 1[imp],) BL-[TADN] 1$F5$ (27)

i = 1, 2, 3, ... , No. of input fre-

quencies.

In this form of the inipedance equation
the left hand side matrix of complex
coefficients for the interface acceler- te e envinmes in thiszmanner
ationN represents the coupled impedance interface environents in this manner
of the payload/booster combination, and appear to be significant. The resultant
the right hand side represents the com- set of coefficients for a i in Eq. (28)plex "pseudo" generalized force. Sinceas a coupled analyticalfilter thatphex "pseudo"na geralid Fore. Sin cmple modifies the environment for payload
thepexternal for sa thE areincomplx numbez 1 to arrive at an environment for
spectral form, and the coefficient payload number 2. A payload organiza-
matrices are complex as well, the tion could obtain the complex impedEnce
desired spectral interface acceleration from the proposed data bank that corres-
can be obtained with Eq. (26) using
nothing more than complex multiplication, ponds to the previous interface acceler-nothng oretha coplexmuliplcaton, ations and generate new flight predic-
This simplicity greatly reduces the costof generating the low frequency environ- tions for the desired interface. Notice
mental predictions. If we now consider that the basic equations of this tech-

some new payload for the same booster nique do not require a coupled set of
with the same interface and same set of eigensolutions discussed in Eq. (9).
external force/torque vectors (Fig. 2), Thus, it appears that either Eq. (27) orthen the intarface accelerations for the (28) could be utilized to significantly

new payload will be: reduce the life-cycle cost of loads
analyses.
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The assumptions with the most im- a modally coupled model. For example,
pact on the technique involve the use one technique used on the Viking Pro-
of Eq. (28). Neither are the forcing gram involved calculating the triple
functions applied to the vehicle exact- matrix product of the coupled set of
ly repeatable nor are the transfer modes and the uncoupled diagonal damp-
characteristics the same for all booster ing matrices and discarding the result-
configurations. In the case of a ing off-diagonal terms to maintdin an
booster system like the (STS), these uncoupled set of equations. This gen-
characteristics change for each location eralized damping is then used in Eqs.
in the Orbiter bay. (9) for the time domain solutions. This

assumption does force the coupled damp-
EVALUATION OF THE IMPEDANCE TECHNIQUE ing to be a function of the coupled

modes but discards, in essence, the
To assess the accuracy of the tech- coupling effect from mode to mode. The

nique, specifically the calculated re- manner in which the damping is meiasured
sults of Eq.. (26), time domain results and assumed for a payloau and booster
were compared with those from the imped- presents the problem. If the damping is
ance technique for a simple system measured for a typical payload in a
(Fig. 3). This evaluation using this modal survey, the recorded damping is a
simplified model proved beneficial in a function of the test boundary conditions.
number of areas. (The degree of freedom When the payload is physically attached
X2 was used to describe the interface to the booster, a new set of boundary

motion for this check case, with the ex- conditions exist and, therefore, a new
ternal forces, FE , applied at M3.) Time set of relative motions or mode shapes
histories of a number of forcing func- also exist. For small damping, less
tionsawere used to force the model (see than 1%, the previous philosophies about
Fig. 3). Differential equations similar how to generate coupled damping may be
to those depicted in Eq. (9) were then adequate for determining payload loads
solved usii.g standard time domain tech- and environments in the time domain.
niques. The discrete accelerations of Generilly speaking, significant changes
the assumed interface were used for com- in damping make very little difference
parison with the impedance results. The in time domain peak response. Since
forcing functions used in the frequency the impedance technique is a frequency
domain analysis were obtained by con- domain approach, changes in damping have
verting the time histories of FE to a large impact on the transfer function
Fourier spectra with a Fast Fourier characteristics. The impedance method
Transform (FET) algorithm, never computes the final set of eigen-

solutions, therefore the transfer func-
tions from modal coupling and the imped-
ance technique will never be the same.
In order to get comparable transfer
functions for both the impedance check
and the coupled time domain check, dis-
crete dampingq were assumed as shown in

,WCH Fig. 3. Thus, the resulting functions
o |. were the same regardless. This point

is important in light of future compar-tu.E isons of existing loads analysis tech-
niques and those similar to the imped-
ance methodology developed above.

Use of the FFT in obtaining the
'[IF 1spectral data also presents some prob-
_ .lems as discovered by experimenting

with the sample problem. The FFT is
Fig. 3 Schematic of Three Mass Check Model more commonly used for spectral analysi

sisF e.g.- auto-spectral densities,
coherence, etc., of random data [3, 4].
Certain errors are introduced by signal
truncation of time histories. In random
data analysis, these errors are usually
minimized by taking a number of averages
or statistical degrees of freedom [4].
The effects of truncation on transient
or complex signals cannot be averaged

one discrepancy pertaining to the out since the signals are of finite
modal damping became apparent from the length and do not repeat themselves.
beginning. Various techniques have been These truncation errors can be signif-
tried to obtain the correct damping for icant in generating Fourier spectra,

7
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especially whun these spectra are used
to drive a system. The system transfer
function has a certain value at a cer-
tain frequency and thus responds to the
input at that frequency regardless of
the error of that input.

Two separate force time histories
were applied to the model depicted in
Fig. 3. One force time history con-
sisted of a decaying sine wave shown in
Fig. 4. The same decaying sine function
with a dc (steady-state) shift is shown
in Fig. 5. These two forcing functions
characterize one of the most common
truncation effects [5]. The force time
history represented in Fig. 4 could
represent a lateral force at a payload/
booster interface extracted from
recorded flight data. Fig. 5 could be
obtained in a like manner and represent
a longitudinal interface load.

Fig. 5. - Decayfng Sitie Forcing Function
With Steady State

inverse Fourier transformed to obtain
a time history to correlate with the
time domain response. This correlation
is shown in Fig. 7.

.3ý

U.* -- L* LI I.01 &S U .0 0. .

Fig. 4 - Decaying Sine Forcing Function .ooW

With No Steady State

The forcing function shown in Fig.
was used to drive the 3 mass check I 10 00 . o0o

model and obtain the acceleration as a F,.q (H,.)

function of time for the middle mass at Fig. 6 Spectral Response of Mass No. 2 Todegree of freedom number 2 (see Fig. 3) . Decaying Sine With No Steady State!In addition, the Fourier transform of
the forcing function in Fig. 4 was gen-
erated using an FFT after the time
history was "windowed" by a Tukey
window [15 , This Fourier transform was
then used to drive the model using Eq. The effect of the window is more(27) to calculate the response of obvious when the model is driven in the
degree of freedom number 2. The spec- frequency domain with the force in Fig.
tral results of the impedance analysis 5. Figs. 8 and 9 show the Fourier
is shown in Fig, 6. But for the true 5. responshow the ourer

comparison this spectral response was spectal response of degree of freedom

8
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Fig. 7 - Tim Domain Comparisons of Impedance
Technique Responses And Time Domain
Responses to Decaying Sine With No Fig. 9 - Fourier Spectrum of Response to
Steady State Decaying Sine With Dc and With A

Tukey Window
2 with and without a Tukey window.
Fiqs. 10 and 11 again depict a compar-
ison of both sets of frequency domain
response to the time domain response.
It is obvious from these plots that for
this case the Tukey window improves the |
response correlations. . n -..

.001

Ow To it oi it i -94 e go 9 eL. i I.e

., Io00 Fig. 10 - Time Domain Comparisons of
1 10 Impedance And Time Domain

,M 05,) Solutions Without a Tukey
Window

Fig. 8 Fourier Spectrum of Response to
Decaying Sine With Dc But N3
Tukey Window

. 9
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and eigenvectors were again furnished $

by LRC, The discrete mass matrix for
the LDEF, necessary for the generation

•I of the inertial coupling coefficients
matrix was not available and had to be

.. n•.*,k•t~o.generated from discrete model data with
5.Iq .d.,9,., IU.tO, our finite elem~ent routines. Ortho-

•.| ] gonality checks were calculated to

ensure that the modes and regenerated
mass matrix were consistent. Like the
booster models, the LDEF' modes were

assaumed tO have 1% damping throughout.

Two loading events, liftoff and
landing, were chosen to demonstrate the
impedance technique. The liftoff event
analyzed was case LPS01R [6] which is

S~defined as a "high performance fast
timing" engine thrust with a mismatch
between right and left SRfls. The SRB

_______________________mismatch in this case was 0.098 sec.
•. A more detailed description of the
•.• flight conditions can be found in [6].S9 S*LI SI .94 1 ,1 . E g .1 I.E

TCI•I•ZI A total of 62 discrete forcingI
Fig. 11 - Time Domain Comparisons of functions were used to drive the analyt-

Impedance And Tirna Domain ical model for liftoff. Each definti
Solutions With A Tukey Window time history was 10.0 sec in length.

To obtair the Fourier spectrum of each
It is apparent from the results force, they were first digitized, i.e.,

obtained that the low frequency environ- linearly interpolated, at 102.4 samples
ments can be predicted with the imoed- per second. This resulted in a total
ance technique. Better correlation number of samples of 1024 with a Nyquist
with the time domain solutions could frequency of approximately 50 )4z. The
possibly be made with a different same Tukey window discussed previously
window or increasing the frequency was used for the liftoff forcing func-
resolution, however, enough correla- tions. A Fourier spectru/m of a repLe-
tion is apparent to attempt to use the sentative force was plotted and is
techni~que for more complicated systems. shown in Fig. 12.

As a further demonstration of the
impedance technique, interface accel-
erations were computed for a future

STS payload. The primary objective of
this analysis was to compare results
with other current environmental pre-
dictions from stiate-of-the-art tech- ' . --

niques. '

The models us.. for this set of
analyses were chosen to be consistent ,
with those used for the loads cycles '
done by the STS project [6]. They were
obtained through Langley Research
Cebter (LRc) and were comprised of I "i-
NASTRAN eigenvalues and eigenvectors
for the STS finite element models of 1 *

S~the liftoff and landing configurations.
• ~Two hundred engenvectors were used for "
£•1 ~each configuration which included the .

models of the Development Flight
Instrumentation (DFI) and Space Pallet
(SP). All modes for each loads case
were assumed to have a nodal damping
ratio of i%. •,. (94,)

The Long Duration Exposure Facil- Fig. 12 - Typical Fourier Spectrum of
ity (LDEF] was chosen as the payload "1l-c0B" Wind Load Used For
for these analyses. Forty eigenvalues Lifto~ffAn51Ysi5
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An example of the spectral results the impedance technique compare quite
of the impedance predictions for the well. The best comparisons occurred
liftoff event is shown in Fig. 13. For in the longitudinal accelerations.
a check with previous predictions, the
complex Fourier spectra were inverse
transformed to obtain a time history
for amplitude and frequency content
comparisons. An inverse Fourier trans-
form time history is presented in Fig.
14. Shown also on the plot are the
corresponding peak accelerations ,* -

(transcribed from [7]) resulting from a
time domain analysis. - --

* L .

...... a! as S ' 50 I

+ . .. . . "fin (.t

S_. _: : ::::Fig. 14 - Inverse Transform Response X
k 4 ::: Forward Attach Right Hand Side

- -- H-H• --- For Liftoff

• :::::::The final event anal.yzed with the
_ ,;,•impedance technique was a landing case

S...... .. .(LH 550 in (7) ). For this event 266
Fourier spectra were calculated for

1744"' discrete forcing functions for the
Fig. 13 - Fourier Spectrum of X Response orbiter. The event can generally be

At Forward Attach Point Right described as a high angle of attack
Hand Side For Liftoff with symmetric landing conditions.

The Tukey window effect on the The problems encountered in ana-
resulting time histories is best shown lyzing the landing event resulted in
in Fig. 14 which is the longitudinal further definition of analytical
acceleration at a forward LDEF attach requirements for the use of the impad-
point. Because of the window, this ance technique for low frequency pra-
response begins and ends at approxi- dictions. The analysis of this event
mately zero amplitude. However, since pointed out the pitfalls of frequency
this windowing technique of signal con- resolution. The time histories of the
ditioning does not alter the signal in forcing function for landing were of
the remaining areas, its effect can be two different lengths. These are two
ignored, basic external forces on the orbiter

for landing [7] the landing gear strut
The correlation of the impedance loads; and the aerodynamic loads due to

technique results and the time domain such things as ground effects, etc. The
solutions show generally good compari- strut force time histories were 2.0

77Ig

sons. Transcribing the peaks of the seconds in length and all other loadstime domain accelerations to the inverse were only 0.8 seconds in length. Since
transform plots is agreed not to be a the behavior of the asrodynamic loads
conclusive comparison technique. How- were not known past 0.8 seconds and
ever, the peaks do appear to occur at since it appeared that all oscillatory

( 55the same points in time for both cases, characteristics of the strut forces had
indicating a minimal phase error. The diminished by 0.8 sec., the decision
IAlargest discrepancy is shown tn agpli- was made to truncate the strut forces
tude comparisons. Even in this area at 0.8 seconds for the analysis. The
asome of the amplitudas calculated with resulting sample rate based on the 512

11
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data points used was 640 samples per
second with a Nyquist frequency of 320
Hz.

The important thing of note, how- - --

ever, was that the frequency resolution
for the 0.8 second signal was only 1.25 '•'' . --
Hz. This resolution would be sufficient
for describing characteristics of higher
frequencies. However, the orbiter model a -. . . - -- - --
contains low frequency bending modes at
or around 5 Hz. With the assumed 1% .
modal damping ratio, this mode may have ewe. ..... .... .
a bandwidth of 0.1 Hz. Thus, it is
obvious that frequency descriptions of - - .......
the input forces with a frequency resol- . -
ution of 1.25 Hz could and did give Y
erroneous answers. amo--- - .

The decision was made to discard - - -

the aerodynamic loads and perform the ,.a, ....... -

analysis with the full 2.0 second time * e .me' see-,, e.-, ,
history of the strut loads only. This
decision of neglecting the aerodynamic Tt-- (M..)

forces was based on the general assump- Fig. 16 Response X Forward Attach Right
tion that the aerodynamic forces Hand Side For Landing Due To Strut
contribute only a small part to the low Forces Only
frequency environment at the payload n
interface. The resulting resolution These comparisons were not ex-
with only the strut forces becomes 0.5
Hz, which comes somewhat closer to the pected to be as good as the liftoffdesired 0.1 se. case generally because of the absence

of aerodynamic loads. The worst com-
parisons are most evident in the "Z"

Representative results of the direction acceleration, as expected,
analysis with only the strut loads are since this is the direction of the
shown in Figs. 15 and 16. Here again general aerodynamic forces. Also, the
the time domain peaks from [7] were correlation seems to get worse from
transcribed to the plots for compar- about 0.3 to 0.4 seconds on. This
ison. again is when the aerodynamic forces

are the most active.

DISCUSSION AND CONCLUSIONS

These results do point out one
M •important point: determining the low

frequency environment from a pure
spectral standpoint is quite difficult.
Frequency domain analysis is too

- "]sensitive to damping for example. As
the results of the STS analysis show,
additional and more meaningful informs-
tion is gained from the time history
obtained from the inverse transforms.

Z .The Analysis of the liftoff event
for the LDEF by far showed the best
results, Even these results can be
improved, nowever. As discussed in the

L .previous sections, the differences in
coupled damping versus the resulting

... damping of the impedance technique will
never go away. The differences in damp-

Pn. , (X) ing due to changes in boundary condi-

Fig. 15 - Fourier Spectrum of X Response At tions will always be there. However,
Forward Attach Point Right Hand Side with in-flight information on the true
For Landing Due To Strut Force Only transfer characteristics, these problems

could be minimized.
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the impedance technique for the liftoff requires continual update of the STSThe set of analysis performed with the design. This philosophy merely

case included loads that wore applied dynamic characteristics and the latest
somewhat incorrectly. The steady-state flight data information.
winds and gust loads ate represented by
a steady state level with a "1-cos" Having calculated the predicted
gust function. In normal time domain low frequency environment for a partic-
solutions the necessary initial condi- ular payload, the evaluation can be
tions are derived to place the vehicle made for the necessity of a more ex-
in equilibrium before the time domain tensive loads and/or response analysis
solutions begin. In the spectral analy- for the payload based on the spectralI
sis of the impedance technique, these content of the interface envirornent
forces were applied at time zero, and the payload impedance. If there is
forcing the model to respond to an concern about the deaign margin, the
"imaginary" transient at time zezo. impedance technique programs should give
Therefore, the responses shown will be some insight into the modal degrees of
changed when the winds are done freedom of the generalized forces that
correctly. are contributing most to the environ-

ment at that frequency bandwidth. This
The landing event analysis probably information should then be used to

had the most meaningful results for the reduce the size of the models involved
intent of this study. These results, and again cut costs.
when compared to the time domain analy-
sis prediction, show not only the In summary, based on the results
effects of the aerodynamic forces but, of this study, with reusable boosters
more importantly, give insight into the and an environmental data bank, pay-errors caused by inadequate frequency load organizations can use the imped-
resolution, ance technique to:

Neither the liftoff or landing 1. Eliminate the necessity of inte-
results shown should be used in any grated coupled analysis;
manner for design purposes. Discrepan-
cies in the models used in these analy- 2. Perform their own low cost
ses versus the latest design revisions, environment predictions;
or, what was used in [7) may cause
drastic differences in response. In 3. Reduce analytical effort with
addition, assumptions made in the imped- spectral evaluation of coupled
ance technique analysis, e.g., neglect- response; and,
ing aerodynamic loads, for evaluation
purposes cause the results to be some- 4. In the event more detailed analy-
what unconservative. sis is necessary, reduce the size

of the dynamic models.
Based on the results of all of the

analyses performed, a limited evaluation REFERENCES
of the technique for the use of future
payloads can be made. It appears that 1. Hurty, W. C., and Rubinstein, M.
this technique can be used for any F.: Dynamics of Structures.
coupled payload system in a very inex- Prentice Hall, N.J., 1964.
pensive manner. As stated before, the
ratioing of the acceleration from one 2. Benfield, W. A., and Hruda, R. F.:
flight to the next, as developed in Eq. Vibration Analysis of Structures
(28), probably has the least use for by Component Mode Substitution.

STS payloads due to the variety of AIAA Journal, July 1971, pp 1255-
interface locations in the bay. It does 1261.
appear as an appealing analytical ap-
proach for changing pallets or pallet 3. Otnes, R. K., and Enochson, L.:
mounted experiments. Digital Time Series Analysis.

Wiley-Interscience, New York, 1972.
However, the best use can be to

achieve the ren,.al of an integration 4. Bendat, J. S., and Piersol, A. G.:
role with a final set of eigensolutions. Random Data Analysis and Measure-
This can be achieved in much the same ment Procedures. wiley-Interscience
way as was done in this study. In the New York, 1971.
future, payload projects can obtain a
data tape from the STS project that 5. Childers, D., and Durling, A.:
contains the best STS model and flight Digital and Si nal
event cases. The payload designer can Processing. West Pulishing Co.,
then perform the analysis to evaluate New York, 1975.
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A STATISTICAL LOOK AT MODAL DISPLACEMENT RESPONSE

TO SEQUENTIAL EXCITATIONS

William J. Kacena
Martin Marietta Corporation

Denver, Colorado

The residual displacement response to a sequence of simple excitations
separated by nearly equal time intervals is evaluated on a statistical
basis. Mean plus three-sigma responses are plotted as a function of
the number of sequential excitations for a range of damping values.
The curves were derived for parametric evaluation of the vibratory
pointing error for a maneuvering spacecraft, but they can be applied
to other sequential excitation problems where the residual displace-
ment in a key mode is the response parameter of interest.

INTRODUCTION responses from each of M such scenarios are
evaluated statistically (mean and standard

Maneuver excited vibration of a space- deviation). The statistical worst case re-
craft can cause oscillatory pointing errors of aponse (mean plus thra-sigmsa) is normalized to
sensitive optical instruments. Reference [1] the worst case response from a single exciti-
shows that a simple residual displacement tion and plotted as a function of the number
shock spectrum of the maneuver's rotational sequential excitations. Parametric curves for

acceleration time history is a powerful enaly- various values of damping are represented using
ala tool for bounding these errors. The a decay constant parameter that is a function
spectrum envelope curve at each modal frequency of modal damping, modal frequency, and the
combined with an appropriate modal constant average values of the random time parameters.
predicts the worst case error associated with
each mode of vibration. This analysis tech- The curves presented provide a usefuj
nique both identifies which vibration modes nomograph for evaluating the probable residual
produce significant errors and calculates the displacement response of a single vibration
magnitude of the worst case undamped error in mode when excited by a sequence of simple
each mode due to a single maneuver excitation, forcing functions spaced at nearly equal time

intervals. Although the results apply directly
When sequential excitations are applied, to the eva.untion of residual pointing error of

the accumulated response may be many times the a maneuvering spacecraft, they can be applied
response introduced by a single worst case to any vibration problem (forced or base motion)
excitation. However, such factors as damping, where residual displacement in a key mode is
the probability of a worst case excitation and the important response parameter.
the probability of badly phased excitations all
reduce the cumulative response from the worst NOMENCLATURE
case upper bound (the number of excitations
times the worst case undamped effect from a A maximum response to a single excitation
single excitation). This paper presents the -lntf(t +[
results of a statistical study of this sequen- D decay constant parameter, e 0oo

F slope of forcing function

Each excitation in a sequence is assumed f modal frequency (Hz)
to have a simple waveform, and random selection
of each excitation's time duration results in g normalized response parameter
a statistical representation of how well the M number of sequences considered
excitation is tuned to the response frequency, statistically
Similarly, the random selection of times
between excitations provides a statistical look n oth excitation in a sequence
at how the response is affected by arbitrary N number of sequential excitations
phasing among excitations. These two random
time selections are combined with a damped t time variable and time between
response analysis for a scenario of N sequen- t
tial exeltations, and the wost case residual o avg. time between excitations (seconds)
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T a time period (seconds) STATISTICAL ANALYSIS I
X response displacement Figure 1 shows the undamped residual die-

0 fraction parameter placement response spectrum for a simple sym-
metric excitation, A change in the time dur- I

C modal damping ratio ation of the excitation causes the spectrum

T actual excitation time (seconds) peaks and valleys to shift accordingly in
frequency. This indicates that there is a

average time during an excitation statistical relationship between the excitation
(seconds) time period and the expected response magnitude.

In addition, the times between excitations
DAMPED RESPONSE CHARACTERISTICS dictate the phase relationship between sub-

sequent responses. Hence, there is a static-
The response of a single degree-of-free- tical relationship between the time between

dom system with natural frequency, f, and excitations and the expected accumulation of
damping ratio, C, experiences exponential decay the response.
such that

This statistical response analysis uses a
lXI ý A e-2nrft (1) random number generator to select the maneuver

time period, -, and the time between excita-
If equation (1) bounds the response to a single tions, t, of Figure 2 on an arbitrary uniform
worst case excitation, then the combined distribution basis:
response to this excitation and a second iden-
tical excitation at a time T after the first 2) given modal frequency, f

is bounded by 2) assume ft>>l
3) assume ft>>l

27l ift + 27r ýf(t+T) ) (2) 4) (TCo - l/f)-c<(Tr0 + 1/f)
5) (to -. 5/f)<t<(t +.5/f)

For t - 0 and N identical excitation- aed
at equal time intervals, T, Reidual Response

N-1 _
\If <l 2rrfT n 10-

lA (-) 7 * 0.533

n0 a tg 1.5
If T is the average excitation time and t is 1e 1.0
the average time between excitations, 0 2 IN
T- t +t and equation (3) ca. be rewritten as 10-

o =0 0N

N-1ix N -0.8

where D is a decay constant parameter, 10 0021 i/f 3

- -2ff~f(t +±r (5)From handbook data on infinite series [21 i047 1.5 shift ac oriN

I *-D (6)
The expression in (6) is a simple represents- I

tion for the upper bound damped response to a I0-2o1 1 2 5 10
sequence of excitations. For D - 0.5, the
maximum response is limited to twice the worst
case single excitation response. However, as Figure 1. Typical Triangular Waveform Upectra
D approaches unity, the response becomes large,
and the simple upper bound expression may be
overconservative. Since the decay parameter D (n+l)th
is the key damping term for an infinite Excitiatioft •eltation

sequence of responses, we anticipate that D willabe an independent danping parameter when a "• "•

finite sequence of responses is evaluated. The
following statistical results confirm this
hypothesis.

t

*Constant
Figure 2. Sequential Exeitatien Parameters
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I
The assumptions in 2) and 3) above indi- The equation of the statistical response

cate that the particular problerm of interest for zero damping (determined empirically from
here and the results presented are for excita- Figure 3) is only a function of the number of
tion and quiescent times that are much longer excitations. N.
then a cycle of the dominant vibration mode. Statistical Undamped

The random selection of T over s two cycle f (2N) for Na2 (7)
range of the model frequency yields statistical Normalized Responee

response results that reflect one cycle of the The statistical damped response results in
double peak/valley recurrence in the spectral Figure 3 are presented as a family of curves
plot of Figure 1. Hante, the selection of i for various values of the decay constant
does not bias the response statistics to either parameter, D. This parameter (ranging from 0
a spectral peak or valley. Similarly, the to unity) was selected because it is the aver-
random selection of t, in 5) above, within one age exponential decay of the response between
cycle of the modal frequency makes the phase excitations. Sufficient analyses were con-
relationship between the initial conditions and ducted to verify that D provides a general
the impending response strictly arbitrary, representation independent of the relative

magnitudes of 4, f, To and to.
Figure 3 suammarizes the results of this

study by plotting a normalized residual dis- The curves are not defined for more than
placement response parameter versus the numaber 40 sequential excitations as computational
of sequential excitations. The response pars- expense becomes a restriction for large values
meter is normalized such that unity is the of N. However. an upper bound on the tormal-
response to a single worst case excitation as ized response can be estimated using the infi-
defined in [1) . The top curve represents nite series expression of equation (6). it is
the stacked worst case undamped response to refreshing to observe chet equation (6) does
sequential excitations, and the next curve Jl- indeed bound the curves for all values of D.
lustrates that the mean plus three-sigma un- However. as D approaches unity, use of this
damped response for random time selections is upper bound may be overconservative. For this
significantly less than the worst case. The reason, a technique for extrapolating the data
mean plus three.-sigma response statistics are of Figure 3 has been developed.

computed by calculating the absolute maximum
residual displacement response for M
scenarios each having N excitations, and then
computing the statistical representation fromthe array of M maxima.

lOG - UNDAMPED
-- - STACKED

- WORST CASE-

1 Fll STATISTICAL

NOEHALIED 20 _ WRTCS

nRSPONSE

g (N)OF E ,E. _ XCTIOSN]

Fiue3Sttsia Repos IsIlt fo eqntal Excitations1

.7 STATISTITAL

Figure 3 Statistical Re.sponse Results for Sequential Excitations
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EXTRAPOLATION APPROACH DISCUSSION

The fraction of the stacked worst case The results described herein apply to the
undamped response represented by equation (6) residual displacement response of A vibration
is iN(1-D)] -1. One might suspect that the mode excited by s sequence of simple forcing
statistical results are a fraction of the ur- functions. The only forcing functions eval-
damped statistical curve also related to the uated in this study are lower in frequency
function iN(l-D)] -1. Based on equations (6) than the dominant response mode being inventi-
and (7), assume that gated. For relatively high frequency excita-

tions, the statistical results do not apply
Statistical Damped -8(2N)½ (8) because the uniform distribution assumed for T
Normalized Response is no longer equally likely to correspond to

i of [ spectral peaks and valleys. In addition, the
results presented assume that all sequential

Returning to Figure 3, constant values of excitations have the same rise time parameter,g to tg e 3cndtant vuves o from Figure 2. If F varies from excitation to8 are lines parallel to the undamped curve(2N)B . When such lines are drawn for various excitation, the statistical analysis approach
values ofheasuch linestare draine fntersvr s described here may be repeated accounting for
several of the constant D lines. When the the specific F probability distribution.
severalmfther N(-)-1 cnstantDline Wen thec Although these results are derived specifically
prameter (N(l-D)) 1 iscluaeatahintersection for a given value of a, it is for triangular waveforms, the probability of T

pivent valueo f ir it ios corresponding to a spectral peak or valley is
approximately constant, too. Figure 4 plots iia o te aeom n h eutthe observed relationship, which Is well.- similar for other waveforms and the results
thebserved for lti hip-1<1.whichextispolel ionshould not be seriously compromised by this
behaved for LN(l-fl))1 <1. The extrapolation factor. For thtse results to apply, it is more
method was checked for two simple example cases(D.9, NOO ed D98, -15) an fond t be important thnt all excitations in the sequence(D-.95, N-100 and D-.98, N-150) and found to be aesmlrt n nte hni sfrte
extremely accurate, as illustrated in Figure 4. aresimila toe another tan i t

to resemble the triangular wave.
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Yigure 4 Extrapp lation Paramter

RECOMMENDED USE OF RESULTS

1) Based on ;, f, To and to, calculate

-D - e-2vf(t +To)

2) Use N and D and direct interpolation
of Fig. 3 to get the normalized
response, If extrapolation of Figure
3 is required, get the normalized
response as follows: use equation (6)
for D < .5, and for D > .5 use Figure
4 to get B and then apply equation (8).

3) Calculate the worst case residual
response to a single excitation using
the method described in reference [11
and multiply by the results of 2)
above to get the mean plus three-sigma
response.
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ON DETERMINING THE NUMBER OF DOMI.lANT MODES

IN SINUSOIDAL STRUCTURAL RESPONSE

W. L. Hallauer, Jr. and A. Franck
Department of Aerospace and Ocean Engineering

Virgin ia Polytechnic Institute and State University
Blacksburg, Virginia 24061

This paper addresses the problem of using structural dynamic transfer
function data to determine the number of vibration modes dominant in re-
sponse at a given frequu,,wy. If two or more modes are closely spaced or
if response is influenced strongly by distant modes, then the number of
dominant modes may not be evident from examination of transfer function
plots, and quantitative methods may be required. Two relatively simple
methods whirh have been used previously are reviewed, and a more effective
new method, called the vector-fit method, is described in detail. Ap-
plications of these methods are given with the use of numerically simu-
lated transfer function data,

I. INTRODUCTION duced the "effective number of degrees of
freedom" at a given frequency, which he de-

At any particular frequency of excitation, fined as being the number of motion coordi-
the steady-state sinusoidal response of astruc- nates required to represent with accuracy
ture is dominated by only a few of its indef- structural response at that frequency. He
initely large number of vibration modes. The concluded that the number of shakers must
objective of modal testing is to measure specd- equal or exceed the effective number of degrees
fic parameters of the dominant modes such as of freedom. Bishop and Gladwell [21 sugges-
natural frequencies, damping values, and mode ted a relationship between Traill-Nash's
shapes. When applicable, the best method for effective number of Jegrees of freedom and
determining the number of dominant modes in a the number of dominant modes; subsequently,
frequency band is simply to count resonance Asher [3] implicitly equated these two num-
peaks on transfer function plots. In such a bers. He then stated, in effect, that the
situation, modal parameters can then be calcu- number of shakers required equals the number
lated rather easily by modern curve-fitting a]- of dominant modes. This contention is not
gorithms, most of which require the number of generally true; the number of distinct general-
dominant modes as an input value. However, if ized force distributions must equal the number
two or more modes are closely spaced, or If re- of dominant modes, but there is no necessary
sponse is influenced strongly by modes whose relationship between the number of general-
resonances are outside the frequency band of ized force distributions and the number of
interest, then peak counting may not reveal the discrete forces. Nonetheless, Asher made a
true number of dominant modes, and subsequent significant contribution by proposing probably
curve fitting of transfer function data may the first quantitative methods to determine
produce incorrect modal parameters and/or miss the number of dominant modes by analysis of
modes entirely. But a quantitative method for transfer function data.
determining the number of dominant modes may
succeed where peak counting fails. If such a This paper describes the theoreticalmethod should reveal the presence of pre- basis for such a quantitative method, reviews

viously undetected modes, then careful curve the methods discussed by Asher, proposes a new
fitting or some other modal testing technique, and more effective method, and illustrates
such as multiple-shaker tuning, might success- these methods with the use of numerically
fully separate the modes. simulated transfer functinn data.

The problem of determining the number of
dominant modes was discussed extensively some II. THEORETICAL BACKGROUND
years ago in connection with the number of
shakers required to separate modes in multiple- Consider a linear structure discretized
shaker modal testing. Traill-Nash [1] intro- to n degrees of freedom, the time-dependent
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responses of which are elements of the n x 1 H*(.), then equation (4) gives
column matrix 6. (Notation is listed at the
end of the paper.) The governing matrix equa- n
tion of motion is H1() - Sr,(w) •, J • l,2,....n (5)

[ii) x + Cc ] + [k] x f (1)r 1

where [m], [c], and (k] are the n x n inertia,
damping, and stiffness matrices, respect~vely, where the degrees of freedom included in each
and f is the column matrix of time-dependent p x 1 incomplete mode shape vector are the
forcing. We specify that all forces vary same as those included in Ut Although the
sinusoidally at the same frequency, w, and summation in equation (5) eltends over all
that all have 0' or 1800 phase, modes, only p of the n ý* vectors are inde-

f = F cos ujt = Re F ei4Utl (2a) pendent.

"- If damping matrix [Ic were to couple the
After starting transients have decayed away, undamped normal modes (i.e., if [fJt f[c]
response Is steady-state sinusoidal, were not diagonal), then the use of undamped

normal modes as outlined above would be com-
x Re (2b) putationally inefficient, and we would prob-

ably solve for the transfer function matrix
where the elements of amplitude vector X are with an appropriate complex modal analysis
generally complex, reflecting phase differences employing complex eigenvalues and mode shape
between excitation and response, The linear, vectors. Nevertheless, the solution for each
frequency-dependent relationship between ex- column of the transfer function matrix could
citation amplitude and complex response ampli- still be expressed in the forms of equations
tude is defined by the n x n transfer function (4) and (5), that is, as linear summations of
matrix [H(w)], n mode shape vectors, where in this case the

X [H()] p (3) •r would be complax vectors. The important

fact, expressed in the language of matrix
The standard real modal analysis solution theory, is ihat each transfer function column

of equation (1) for [H(J)] begins with calcula- -j is an element in the n-dimensional vector
tion of the real undamped natural frequencies space spanned by the n mode shape vectors,
Sr3 r = 1, 2, ... , n, and the associated real whether they be 'eal or complex; similarly,

each incomplete column HW1 is an element inmode shape vectors o , which are the columns eenr h the p-dimensional vector space spanned by any
of modal matrix [RI (Meirovitch [4]). Subse- plnal needn nopeemd hp
quently, response coordinates X are trans- p linearly independent incomplete mode shape

I vectors.
formed into normal coordinates whic., diagonal-
ize the mass and stiffness matrices of equa- A useful oeneral characteristic of struc-
tion 01); then tne normal coordinates are tural dynamic behavior is that very few of a
calculated by matrix inversion, and X is calcu- structure's many vibration modes are sensitive
lated from the normal coordinate solution in to excitation at any given frequency. These
the form few modes then dominate the response at that

frequency. If there are q such dominant
X = [ Is(.)) F modes at frequency w, then the mathematical

statements of their dominance, from equations
where [S()J is an n x n complex matrix. Hence, (4) and (5), are
the transfer function matrix is r

[H(w)] H [S ) j(,2... n (6)

and any column, say the jth, of [H(w)] can be q

written as

n HS(u) Srj(w) p j, 4 = 1,2,....n (7).

H() =• SIr() Lr' j 1,2,...n (4) q

whereE,.# denotes summation over only the
Thus, each column of the transfer function q
matrix can be expressed as a summation of the q dominant modes. In equation (6), the q mode
n 1inearly independent mode shape vectors. If shape vectors associated with the dominant
we consider some subset p < n of degrees of modes lenerate a q-dimensional subspace of the
freedom and define the corresponding p x 1 original n-dimensional vector upace. The ap-
incomplete 3th transfer function column as proximate equality in equation (6) means that
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each H (w) column can, with small error, be III. QUANTITATIVE METHODS FOR DETERMINING THE

considered an element of the subspace. In NUMBER OF DOMINANT MODES

equation (7), the p x 1 incomplete mode shape 111.1 TRANSFER FUNCTION DETERMINANT METHOD
vectors associated with the dominant moaes
generate a q-dimensional subspace of the orig- This method involves analysis of square
Inal p-dimensional vector space, provi0d that transfer function matrices, which are formed

->. Again, the approximate equality means by the use of only k of the p available
motion sensor measurements. Thus, [H*] is a

element of the subspace, k x k matrix. If, in the first case. the
number of exciters is less than or equal to

Most current methods of modal testing are the number of dominant modes, k < q, then
capable of measuring incomplete transfer func- according to equation (7), the k columns of
tion column vectors over a frequency band of [H*] generally will be linearly independent;
interest. The Jth column H3 represents physic- hence [H*] will be non-singular and its deter-

ally the complex response amplitude of motion minant will be non-zero, det [H*) $ 0 for
sensors at p stations on the test structure k c q. But if the number of exciters is in-
due to sinusoidal forcing excitation of unit creased until it just exceeds the number of
amplitude at the jth station, which does not dominant modes, k = q + 1, then the k columns
necessarily coincide with aijy of the motion will be approximately dependent, so that [H*]
sensor stations, If excitation is applied wil be nearly singular and its determinant
successively to k different stations, then will be close to zero, det (H*1 i 0 for k > q.vectors Hs J = k diferkn can be measuredn The strategy for application of this method,

c m d therefore, is to add rows and columns of data

They are the columns of the p x k incomplete to the transfer function matrix in unit steps
transfer function matrix [H*]. (It is gener- until the value of k is found for which
ally impossible to measure the complete matrix det (H* ] % 0; then the conclusion is that
[H], since a continuous structure has an in- q - k - 1.
definitely large number of degrees of freedom.)

This is a very simple method to apply,
If the structure being tested responds but it has some deficiencies. First, trans-

linearly, then each Ht column is represented fer function determinants are complex, so onemathematically by equation (7), which, there- must assess the possibly non-monotonic pro-

fore, is the basis of the methods discussed in gression toward zero of a sequence of complex
Section III below for determining the number of numbers. Second, the restriction to square
dominant modes from experimental transfer transfer function matrices is undesirable be-
function data. Each method estimates the num- cause it prevents the use of all available
ber q of dominint vectors 4* in equation (7), motion sensor data. Both of these deficien-

cies are eliminated with little additional
given k experimental p x I veztors H* effort by the use of the Gram determinant

method described below, so there appears to be
One practical requirement for the correct no reason to develop further or test the

use of equation (7) in the present context is transfer function determinant method. We note
immediately evident: since p must exceed q, that Ibrahim and Mikulcik [5] employed a simi-
as discussed above, the test engineer must lar method, but with filtered transient re-
guess an upper bound qmax for the number of sponse data, and found it quite satisfactory.

dominant modes likely to be encountered, and
then he must install more than q distinct 111.2 GRAMDETERMINANT (GRAMIAN) METHOD

motion sensors. This requirement does not This method involves analysis of a rec-
present a significant practical obstacle, since tangular p x k transfer function matrix,
qmax for most structures should be on the [H*t. The Gram matrix of [H*] is defined to

order of ten or less. It is assumed in the be a matrix product,
remainder of the paper that the number of
motion sensor measurements available for k
analysis is always greater than the number of
dominant modes. where the overbar indicates complex conjugacy.

By this definition, the Gram matrix is a
In vehicle modal testing, it is usually k x k HermiLian matrix. The Gram determinant,

feasible to install a substantial number of or Gramian, is defined to be
motion sensors, but the number of exciters or
excitation stations is often much smaller due (k) det [Gk]
to practical limitations. Hence, we assume
that k < p in most of what follows,

It can be proved that the Gramian is real
and non-negative.
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The Gramian of a transfer function matrix Another deficiency of the Gramian method
is a quantitative measure of the degree of is that it can correctly indicate linear
linear dependence of the column vectors, H3 , dependence, yet underestimate the number of

dominant modes. To understand how this canJ-1,2,....,k. Specifically, the set of vec- happen, consider a simple example in which
tors is linearly dependent if and only if the there are two dominant modes. The analysis
GramiAn is zero (Hildebrand [6]). Moreover, three gwo dominct transfe fnctis
it is reasonable to expect that if the set of of three given, distinct transfer function
vectors is almost but not precisely linearly vectors, denoted vI, y2 ' and v3, then should
dependent, then the Gramian should be nearly indicate two modes, The set of three vectors
zero. As is discussed in Section 111.1, any is linearly dependent, but suppose also that
q or fewer columns of [H*] generally are v, and Y2 are independent and v, and are
linearly independent and, hence have non-zero dependent. If the transfer function matrix

Gramians,G(k) > 0 for k 1,2,... .q. But any is defined as [en*] If t 2  vaJe then (1)-i ,

set of more than q columns will be approximate- = [l1' Y3]'

ly dependent and have very small or zero G(2) 0 0, and G(6) 0 0, leading to the correct
Gramians,G(k) - 0 for k > q + 1. Therefore, conclusion that q - 2. If, on the other hand,
the basic strategy for npplication of this we define [H*] =[l, r 3, 1, then G(l). l
method is to add columns of data to the trans- -1V, -
fer function matrix in unit steps until the and G(') = G( . 0, leading to the incorrect

value of k is found for which G(k) z 0; then, conclusion that q 1 1. An instance of this
k - 1. particular case occurring in a realisticthe conclusion is that q situation is presented in Section IV.3. (See

It Is necessary in applying this method Figures 12bc and the associated discussion.)

to separate the change in Gram determinant It is clear that the ordering of vectors in

value due to change in degree of linear de- the p x k transfer function matrix affects all
pendence from that due simply to change in Gramian values except G(l) - I and G(k), which
determinant size. If, for example, all Gram is invariant with column and row ordering.
matrix elements are numerically of order

-2, then, without change in degree of linear The Gramian method then has some serious
10 tweaknesses, Perhaps for this reason, it
dependence, G(1) will be of order 10"2, G(2) apparently has not been employed widely. The

of order 10-4, G(3) of order 10- 6 , and so authors have located only one published ap-
forth. This characteristic of determinants plication, that by Klosterman [7]. The vector-
will obviously mask the Gramian test for fit method to be discussed next is, to a con-
linear dependence unless Gram matrix elements siderable extent, free of the weaknesses of
are of ordar 1. In applications of the Gra- the Gramian method.
mian method, the authors have attempted to
minimize the masking by normalizing each col- 111.3 VECTOR-FIT METHOD
umn of [H*] so that the corresponding diagonal A concept analogous to the number of
element of the Gram matrix is 1, i.e.-, 1. doninant modes of a vibrating structure is

3) = l, J - 1,2,...,k, where Hi here denotes that of a "best approximating subspace".

the normalized column rather than the original Cliff f8J discussed this concept in the con
column in physical units. The numerical re- text of control theory. Given a set of k p-
sults of Section IV.3 suggest that this ad hoc dimensional vectors, one can calculate the
measure is effective in filtering out Gramian particular r-dimensional basis (m ck) which,

among all possible m-dimensional bases, doesthe best Job of approximately spanning the

Asher [3] described and discussed both set of k vectors, with error minimized in the
the transfer function determinant and the Gram least-squares sense. In other words, the k

vectors are "fit" to the best approximatingdtterminant methods. He recognized that in rn-dimensional subspace. The method developed

applying either method, one might find it dif- her sol for The merhof dominant
ficut t dec4dehow mal a gnerlly on-here to solve for the number of dominant

ficult to dec•de how small a generally non- modes follows Cliff's general approarh; hence,
zero determinant value must be in order to It is referred to as the vector-fit method.
indicate linear dependence correctly. The
numerical results of Section IV.? confirm that Given the p x k transfer function matrix
the absence of a definite smallness criterion
is indeed a weakness of the Gramiar, method. [H*] for frequency w, the general stepwise
Even though all Gramian values are referenced procedure for application of the vector-fit

e h G amethod is as follows:
to G(1) =,1 by virtue of the normalization
procedure described above, examples for dif- 1. A particular p-dimensional complex unit
ferent situations show Gramian values vector u, is calculated from [(*]. A-

G(q of orders lOI, 10-2, and even I03 . mong all possible unit vectors, u, alone
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I
has the property of producing the best, is spanned approximately, with very small
in a sense to be defined, set of one- error, by an m-dimensional basis. According

term approximations to the transfer func- to equation (7), then, there are m dominant
tion columns. This set of approximations ihodes at frequency w, i.e., q - m, It is
takes the form quite unlikely that the vcýtors ui will be

3• C31 u1, . " 1,2,.... k identical to the r~de shape vectors of

equation (7), since the u, are orthogonal by
where the Cjf generally are complex con- definition while the t7 need not and genertlly
stants. Next, the real scalar error E(l) will not be orthogonal. Nonetheless, it is

associated with this set of approxima- certain that both sets ut and t* span the

tions is calculated. same q-dimensional vector space.

2. A second unit vector •2 is calculated, If p < k and the procedure is carried

It is orthogonal to •1' Among all pos- through p steps, then E(P) = 0 since the p

sible unit vectors orthogonal to u1, U2  independent ui exactly span p-dimensional

alone has the property of producing, in space. If, on the other handk c p and the
conjunction with u1, the best set of two- procedure is carried through k steps, then

term approximations to the transfer func- E(k) 5 0 since the k independent u1 exactly
tion columns. This set takes the form span the subspace defined by the k transfer

function column vectors. (This case is sim-
ply orthogonalization of a vector set, similar

I " Ci Yt. J - 1,2...., k to the Gram-Schmidt procedure.) Hence, in
order for the vector-fit method to produce acorrect evaluation of the number of dominant

(2 ) wmodes, it is necessary that p and k each must
Next, eassociated exceed q. That is, the test engineer must
of approximations Is calculated. provide both more motion sensors and more

excitation stations than the maximum number
of dominant modes likely to be encountered.
In application, the method itself indicates
if too few motion sensors or excitation sta-
tions have been used, and this is illustrated

m. The mth unit vector um is calculated. It in Section IV.3.

is orthogonal to all other uiZ i =I,2, It is worthy of note that each of the

m1, -I. Vector u has the property of three methods described for identification of
the presence of q dominant modes requires a

producing, in conjunction with u1  U2 1 minimum of q + I motion sensors and q + I ex-

I.., UmM, the best set of m-term approx- citation stations.

imations to the transfer funm ion columns. The theory associated with the calcula-

This set takes the form tions discilssed above is developed next. Let

m a basis for p-dimensional space of complex
vectors consist of p orthogonal unit vectors

H3 = %1Cii Yi, j a 1,2s..., k ul' H' ... up, which are unknown at this

Isl point. Any transfer function column vector
ý*, J , 1.2 ..... k, can be expressed as the

Next error E(m) associated with this set jumm2tike
of approximations is calculated,uation

M) +
Each step introduces a refinement of the ap- The basis vectors are orthogonal in the Her-
proximation, so the error diminishes in each mitian sense, so

step, E(m W E(m-l). If, after m '>I steps /
of this procedure, we find that E(m) 0 H*j + H*)

relative to E(l), then we may reasonably con- 'i -IJ'
clude that the set of transfer function vectors
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Hence, we may define as follows the squared Next, for m c 2 we wish to minimize

scalar error associated with approximation of'2 r
H* as a series sum in only the first m basis V 1/2

vectors, E((F all ps ible -o g al t 2

p 
l

I m+ 1 the maximum value assumed by quadratic form

m 4[A) u2 is equal to the second eigenvalue

, H - ' u , and this maximum results if

\J i) iýJl Yi) (Franklin (9])). Thus,

The appropriate total or global error, defined [t - iJ/2 j(2)in the least-squares sense over T t imin im H f a i

m 1/2 kThis reasoning can be extended easily to showE~m = L '(j,-) that the minimum error for arbitrary mn (1 < m

1  
[ 1 </ p) is

- (ui H) (- uii uE(m) (H3, (8)

For given m, we wish to determine the basis where ui = . To simplify notation, it is

vectors u so as to minimize E(81) by maximizing understood in equation (8) and in the discus-
the double-sucetation term. With a few steps sion and numerical examples to follow thatEkm)
of matrix algebra, that term is cast into the denotes the minimum error, even though sub-
more useful form script min is deleted.

k m m We can now reiterate and sulmiarize the
i' HjHi, u\ u [A] ui vector-fit method for determining the number q
L ' Ji of dominant modes at a given frequency. From

j=1 i=1 1=1 the p x k transfer function matriy rH*], the
p x p Hermitian matrix [A] = EH*][H*]t is

where [A] [H*1 [L*]t is a p x p Hermitian formed. It is necessary that p > q + I and
matrix with p real non-negative eigenvalues k Ž_ q + 1. Next, the real eigenvalues of
X1 - X2 -. .' .> ýp - 0 and p corresponding com- [A]JA1 L - >-- Xp > 0, are calculated.

plex, mutually orthogonal unit eigenvectors Next, for m = 1, 2, ... , p, the minimum error

?1' ?2'.....Tp" Thus, for given m, we wish values are calculated from equation (8). The

to minimize smallest integer m for which E~m) z 0 relative

j1/2 to E'(I) then is equal to the number q of
(i) dominant modes. Note that the eigenvectors of

E(m)= Lt , H3)-
1  

u [A] yi [A[A,] y 2  ... p, need not be calculated.

It car be proved easily that the error
Consider first m 1. The maximum value as- values E(m) are entirely independent of the

sumed by the Hermitian quadratic form ut[A] u numbering or ordering schemes used to identify

is equal to the largest igevalue xIamotion sensors and exciters or to arrange
elements in the transfer function matrix. In

this maximum results if u1 , l (Franklin [g]). other words, any of the rows of [H*] can be
e is interchanged and/or any of the columns can be

Hence, the minimum associated error iinterchanged without changing the values of

mUl 2 3 u3j ) - ýl weakness comparable to the dependence on vec-
min tor ordering of the Gramian method.
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IV. NUMERICAL SIMULATION STUDY

Two mathematical models have been used
for numerical simulation of experimental ap- - 13
plication of the vector-fit and Gramien meth-
ods. The models were designed to have fre-
quency bands of high modal density with pre-
scribed numbers of dominant modes. The basic 2
objective of the numerical study then was to - -

determine if the vector-fit and Gramian math- 3
ods are capable of correctly determining the-- -- -
number of dominant modes. Other objectives - 4 ... _ _.
were to compare the two methods and to develop 66
guidelines for applying the methods and in- / 1.0
terpreting the results. - -

To simplify calculations, it was specd-
fled that each model have hysteretic damping 9 i
which does not couple the undamped normal
modes, Hence, transfer function matrix ele- -

ments were calculated exactly from the equation
/r7 r w 777-7/

n
ir Or Fig. 1 Stretched membrane for mode1 ij " ' 2 -shapes of ten-mode model

H rL Mrlr ([ - .-2 + igrw
rwhere integers mr and nr are the numbers of

half-wavelengths for the rth mode listed in
where Oir is the ith element of the complete Table 1, xi and Yi are coordinates of the mo-

mode shape vector tr mMrS ] tr is the tion sensor/exciter stations shown on Figure 1,
generalized mass of the rth normal mode, and and constant A for the rth modo is chosen so

Wr and 9 r are, respectively, the natural fre- that the numerically largest mode shape ele-
ment equals one. Other modal parameters, as

quency and hysteretic damping of the rth mode. listed in Table I, are not those of the uni-

form membrane, but rather were selected to
producc a mathematical model with four very

The mode shapes of this model are those closely spaced modes in the vicinity of 100 on
the frequency scale and six more modes out-

of the first ten out-of-plane vibration modes side the region of high modal density. Thus,
of the uniform stretched membrane shown on

1 q =4 in a frequency band of roughly threefigure 1, units centered at 100, so the methods under
(mrnxi\ __) study, if successful, should indicate accord-

ir Ar sin r-Isin ingly. Since this model has limited physical
significance, all quantities are considered tobe dimensionless.

TABLE 1

Parameters of ten-mode model

r 1 2 3 4 5 6 7 8 9 10

wr 67.6 82.0 91.2 98.9 99.4 100.1 101.4 110,7 117.6 132.3

gr 0.01[ 0.017 0.017 0.021 0.019 0,023 0.024 0.026 0.027 0.03

Mr 0.02 0.009 0.01 0.012 0.011 0.01 0.009 0.011 0.013 0.009

mr nr 1,1 2,1 1,2 3,1 2,2 3,2 1,3 4,1 2,3 4,2
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Each elastic member of the model is a
steel bar having Young's modulus E - 200 GPa
(29 x 106 psi), shear modulus G - 82.7 GPa

1112 x 106 psi), and diameter of 6.35 mnm
7I (0:25 inch), (The fundamental units of pounds

inches and seconds were used in all calcula-
tions.5  Each bar may twist about its axis
and bend out of the grid plane, and each is
clamped at both ends by either the rigid sup-
port wall or a rigid cylindrical joint member
of 0,051-m (2-Inch) diameter. The five node

U points of the model are the intersections of
the bar centerlines in the grid plane. The
fifteen degrees of freedom then consist of one
out-of-plane translation and two out-of-plane
rotations of each node point, The transla-
tions are identified in Figure 2a, and the ro-

0.2 m tations of node 1, for example, are identified
(8 In) in Figure 2b. The nodal lumped mass and mo-

ment of inertia (for both rotational dof) as-
-0.8m- 0.229m sociated with each rigid Joint are listed in

2I I ITable 2. To account approximately for dis-
2 2 3_ tributed inertia of the bars, finite element

.102 m consistent mass matrices were used, with bar
W -- inj• density taken to be 7859 kg/mi3 (7.3536 x 10-4

O. 051Inm lb-sec /in ). Modal hysteretic damping con-
(Zin) stants gr were specified to be 0.015 for modes

WI I and 2, 0.018, 0.022, and 0.026 respectively
Figs. 2 Fifteen-degree-of-freedom model: for modes 3, 4, and 5, 0.03 for modes 6-10,

(a) pictorial view with and 0.035 for modes 10-15.
translation dof; (b) plan view

IV.3 RESULTS AND DISCUSSION
IV.2 FIFTEEN-DEGREE-OF-FREEDOM MODEL

Consider first the ten-mode model. Typi-
This model, unlike the ten-mode model, is cal transfer functions are shown on Figures 3a

based entirely on a physical structure, the and b, with the coincident (co) or real parts
cantilevered, rectangular plane grid shown on and the quadrature (quad) or imaginary parts
Figures 2a and b. The model was designed to plotted separately. Qualitative inspection of
have two modes with nearly identical natural these and other transfer functions seems to
frequencies, as shown in Table 2. To achieve indicate the presence of only two dominant
such close modes, an optimization technique modes in the vicinity of frequency 100. But
similar to that of Hallauer et al. (10] was there are actually four dominant modes in that
used. region, as listed in Table 1.

TABLE 2

Inertia parameters and close modes of fifteen-dof model

Inertia parameters Close modes

Mass Moment of inertia r 3 4

Node kg lO-3 kg-mi2  
Wr (r/s) 149.18 149.22

1 0.5114 0.5570 fl,r 1.000 1.000

2 1.4994 1.7199 4 ,r 0.031 -0.274

3 2.0390 4.1627 07,r 0.446 -0.444

4 0.4756 0.1154 010,r -0,421 -0.236

5 2.0424 4.1833 013,r -0.151 0.216
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(a)

Co I

-1141 E ( (6)

0

97 W 11 03_0.8 __________ .... _ _FR0EQUENCY

0.3 Fig. 4 Reference error graph for the
ten-mode model with all motion

() sensors and all exciters

Co of 10% of the maximum value of E(l), and that
E (4) varies only slightly with frequency. As
stated in Section 111.3, the result that

E(4 ) -, E(l) indicates that there are four
dominant modes. But it is also important thatE /E(4) ?1 0 and that E (4) , E (5), etc. vary slowly

with frequency in comparison with E(t), E(2)v

and E3. From these observations, weconclude
that four modes dominate but do not complete-
ly describe the response in th;s narrow fre-
quency band, and that the contributions of

-0.31 I I, I distant modes remain relatively constant in
FREQUENCY this band. Both conclusions are quite reason-Figs. 3 Typical transfer functions for the able in view of the nature of the ten-modeten-ycade model: (a) Hfunction (b) model. Thus, this reference case suggests

t o3 3 (); (bthat in examining graphs of error versus fre-
H7 7 (bl) quency, we should use not only the basic cri-

terion E(q) < E(l), but also the additionalTo begin numerical application of the vec- cir t 1)
tor-fit method, we examine first errors cal- criteria that 0q) ý 0, that E(q) E j
culated from the complete 10 x 10 transfer etc. should vary slowly with frequency in com-
function matrix. Such a large matrix will not parison with E(1)1 E(2) (c -( ), and
generally be required, but examining this case
first establishes a reference and provides that plots versus frequency of E(", E
guidelines for interpreting the error values ... , E(q - 1) should exhibit peaks. An ex-
and, more generally, for applying the method. ceptional case for which all these criteria
Since transfer functions are usually plotted might not apply is that of a distant mode con-
versus excitation frequency, it seems natural tributing significantly to response. In this
and, in fact, proves advantageous also to cal- case, we might expect to find a relatively
culate and plot error values versus excitation large, slowly varying, and non-peaking E(m)
frequency. Errors E(M), m = 1,2,...,1 0, for for m < q.
the complete transfer function matrix were cal-
culated from equation (8) and are plotted on Figures 5 a-d are plots of errors cal-
Figure 4. Note the relatively large variations culated from responses at seven motion sensor
with frequency and the peaking of E(1), E(2), locations due successively to excitation at

(3) three, four, five and six locations. Thisand E). Note also that E 4) is on the order simulates a realistic testing approach in which
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Figs. 5 Error graphs for the ten-mode model with motion sensors 1,
2. 5, 6, 8, 9, 10: (a) exclters 1, 6, 9; (b) exciters 1, 2,
6, 9; (c) exc(ters 1, 2, 6, 8, 9; (d) exciters 1, 2, 6, 8,

9, 10

very few exciters are applied initially, Unfortunately, interpretation of the er-
and additional exciters are applied ror plots is not always as unambiguous as it
as required. In Figure 5a for thrtee exciters, appears to be with Figures 4 and 5, There is

E()is not much smaller than E(1 ) an (3) a definite dependence on the motion sensor and
=0 a rqure b t heryofSeaind EI3 exciter locations represented in the transfer

(The very small non-zero values on this and ounthen matrix, These points are Illustrated
other computer-generated plots are due to onteerror plots of Figures 6 a,b, and c,
round-off errors.) Clearly, more exciters which were calculated for different sets of
are required to indicate correctly the number motion sensor/exciter locations than those of
of dominant modes. The addition .f a fourth Figures 4 and 5. Figure 6a for five motion

-. Iexciter (ieaohrclm n[*)lassensors and five exciters can be interpreted
to Figure 5b, which also indicates the need asinterreationg isoubstmiantal weaer; bu here
for at least one more exciter. With fiveineptaonssusntalwakrhe
exciters, however, Figure Sc shows that E(4 than for Figures 4 and 5c,d since E(3 on Fig-

varies slowly with frequency and is non-zero ure 6a Is only slightly peaked and Is very

yet much smaller than E() We conclude, small reldtive to E() Figure 6b for six

therefore, that q =4. Figure Sd for six ex- motion sensors and six exciters is ambiguous;
citers substantiates the conclusion. one might infer that it indicates three, four,

or five dominant modes, with three being perhaps
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097' FREQUENCY 0 0

' " ' ' ' [Figs. 7 Gramian graphs for the ten-mode

(b) all ten exciters applied in

reverse order, 10, 9, ... , 1

S~the most likely interpretation. Figure 6c,
also with six motion sensor/exciter locations

w but one different location than Figure 6b,
permits a somewhat more certain interpretation

' of four dominant modes.

One can observe from the vertical axis
scales on Figures 4 -6 that all non-zero

• •----•-error values tend to increase as columns are
added to the transfer function matrix. This

097 10w • ~ • tendency appears not to have any useful sig-
FREQUENCY ni fi cance.

Figs. 6 Error graphs for the ten-mode model:
(a) motion sensors/exclters 2, 3, 4, Next, we examine the Gramian method as
7, 8; (b) motion sensors/exciters 2, applied to the ten-mode model. Figure 7a is
3, 4, 7, 8, 10; (c) motion sensors/ a graph of Gramians plotted versus frequencyexciers , 3,4, 6 8, 0 J, the region of high modal density. Gramlansexcter 2,3, , 6 8,10G(l) - (0 were calculated from complete
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Figs. 8 Comparisons of exact and approximate

transfer functions for the ten-mode E
model, with solid lines for exact
values, long dashes for modes 4, 5, Co
6, and 7, and short dashes for modes
4 and 6: (a) H3 3 (w); (b) H7 7 (w)

10 x 1 transfer function vectors, with the vec- ip
tors applied in the order of the station num-
bering shown on Figure 1, i.e., 1, 2, ... , 10.
Recall that the identification criterion for

this method is G(q+l) 0 0, where G(l) = I by
virtue of transfer function vector normaliza-

tion, So G(5) should be nearly zero in this 03.2 1.2 155.2

case. A tabulation (not included) of G for FREQUENCY radec

Figure 7a shows values in the ranges 103 and
lO4 Figure lb is a graph of Gramians " Figs. 9 Transfer functions for the'0 ."iue7 sagaho rmasGl fifteen-dof model: (a) H',W(•;

G"10) also calculated from 10 x 1 transfer ft - m W
function vectors, but with the vectors applied (b) H4 , 1 0 (w); (c) H1,13()
in reverse order of the station numbering,

i.e., 10, 9, .. 1.. . Values of G(5) for Figure
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six, two of the dominant modes. Whereas modes
four and six alone dominate H3 3, all four of

0.20 0 , the close modes make comparable contributions
.• •qa)to H 7.7'

"Consider next the fifteen-dof model,
which has the pair of close modes listed in

9 •Table 2. In testing of this model, it wouldr= be natural to instrument and to provide forc-
ing excitation at the five translation degrees

(of freedom shown on Figure 2a, so we will
analyze the 5 x 5 incomplete transfer function
matrix associated with those degrees of free-
dom.

[i31 IA Figures 9a,b, and c are selected transfer
functions in a narrow band about the close

-- natural frequencies. Figure 9a for H1 ,l(G )

6a.5 67.5 '.5 has the character of most transfer function

fREQU(NCY raGcsc elements in this frequency band, namely, it
seems to indicate only a single, isolated

0.171 , _T_------___ mode. Figure 9b for H4.0)(w) suggests the

io. 05 presence of more than one mode, but the asym- i
metry of the coincident response curve would
probably be attributed to a distant mode
rather than to close modes. Of all the ele-
ments of the 5 x 5 [H*], only H 1 3) shown

r on Figure 9c provides definite evidence of
the presence of two close modes. But both
H4 1 0 and HI 1 3 have such small magnitudes

relative to H 1  that, in actual testing,

they would probably be lost in noise or ig-
Enored. So it is fair to say that qualitative

examination of the transfer functions indi-
cates the presence of only a single mode at
149.2 rad/sec.

1W'i 16 Before examining error plots in the re-
FREQUENCY rilsec gion of the two close modes, it is useful to

have as a reference an example of error plots
Figiat and near a single isolated mode. The
mdl, with motion sensor cinthers- second mode of this model, with a natural
1,gin , s i dfrequency of 67.5 rad/sec, is quite distant
gion of a single isolated mode; from all other modes. Figure lOa is the graph
(b)inda region ofof error values around this mode for the
odal a5 x 5 [H*]. For comparison, Figure 10b is the

7b are in the ranges 10"l and 102. The vast graph of error values in a region of almost
differences between the curves on Figure 7a no modal activity between the second andthird modes. The error scales of both Figures
and those on Figure 7b illustrate the vector- thr modes.a Te error scales o thFu

ordeingdepedene oftheGraman etho, ad ia and b are quite small (relative to thatordering dependence of the Gramian method, and of Figure Ila discussed below), and neither
the different magnitudes of G(5ý on the two figure has any error peaks. The only sig-
graphs illustrate the indefiniteness of the nificant difference in character between the
smallness criterion, . two figures is the numerical noise at and

near the natural frequency in Figure 10a, due

Finally for the ten-mode model, Fto accumulated round-off error in eigenvalue

8a and b demonstrate the significance on typi- calc'ations.
cal transfer function plots of the dominance Figures lla and b are graphs of error
of four modes. These graphs show exact coin- values in a band around the pair of close
cident and quadrature values of H3 . 3 (w) and modes, the former for excitation at all five
H7,7 M, approximate values calculated from translation degrees of freedom, and the latter

for excitation at only three. On the basis of
only the four dominant modes, and approximate all criteria developed previously and in
values calculated from only modes four and
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Figs. II Error graphs for the fifteen-dof .--OII! (C)
model with motion sensors 1. 4, 7,10, 13: (a) exciters 1, 4, 7, 10,
13; Cb) exciters 1, 10, 13

comparison with Figure lOa, these graphs indi-
cate clearly and indisputably the presence of
two dominant modes.

Figures 12 a, b, and c are graphs of Gr2-

mians in the region of close mdes. Figure
12a for five exciters applied in the order 1,
4, 7, 10, 13 seems to indicate clearly that
q = 2. So also does Figure 12b for three ex- G(2) (3!citers applied in the order 13, 1, 10. Huw- C -
ever, Fisure 12c for the same three exciters
applied in the order 1, 10, 13 seems to indi- 0
cate just as clearly, though incorrectly, that 54.2 of.2 55.2

q =1. FREQUE54Y rad~ec
In sugary of the discussion of theory Figs. 12 Gramian graphs for the fifteen-dof

and the numerical simulation study, the vector- mdel with mtion sensors 1. 4, 7,
fit mthod Is distinctly superior to the Gra- 10, 13: (a) five exciters applied
mian method for the purpose of determining the in the order 1 , 4, 7, 10, 1?, (b)
number of dominant mdes. The only advantage three exciters applied in the order
of the Gramian mthod Is that it requires sub- 13, 1, 10; (c) three exciters ap-
stantially less computation time. As has been plied in the order 1, 10, 13
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-demonstrated, the vector-fit method can produce [k] n x n stiffness matrix
error plots which are difficult to interpret m n x n inertia matrix
correctly. But results of the simulation n x n modal matrix
study suggest that the use of a large number IS] an unspecified n x n com-
of motion sensors in calculation of the error plex matrix
values will reduce the likelihood of mis- Fforce-amplitude vector
taken interpretations. Theoretically, a mini- H jth column of rHi
mum number of q+l motion sensors are required; ith column of EN]
however, it would seem prudent and usually th column of[
practical to estimate q and then to use sever- *r rth column of [s)

al times that number of motion sensors In cal- p x sub-vector of
culating error values.

ith complex unit elgen-
We note that the vector-fit method is vector of [A]

valid regardless of the type of motion sensor u p x 1 complex unit basis
employed in testing, since the form of equa- vector
tion (7) remains the same for displacement, x~t) n x 1 time-dependent re-
velocity, or acceleration transfer functions. sponse vector

X n x 1 complex response-
amplitude vector

V. CONCLUDING REMARKS C1 4 unspecified complex con-

The vector-fit method for determining the E(m) mth real error value

number of dominant vibration modes from struc-
tural transfer functions has been derived 0  det[Gk] Gram determinant, Gramian
theoretically, illustrated with a numerical hysteretic damping con-
simulation study, and compared with other gr stant of rth mode
methods. The method works well with exact, A
noiseless, simulated data. However, its prac- I V/-
tical applicability has not been evaluated. k number of dof subjected to
The logical next step is to test the method forcing excitation
with real data. If it should prove applicable, Ai ith eigenvalue of [A]
it would be a useful analysis tool for modal r generalized mass of rth
testing. Regardless of the type of testing r
employed, the vector-fit method could provide nurs of v
an independent check on whether or not all sig- rnr fors o d modelefor the ten-mode, model
nificant modes had been detected. n total number of duf

frequency of excitation
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LATERAL AND TILT WHIRL MODES OF FLEXIBLY MOUNTED

FLYWHEEL SYSTEMS

i

C. W. Bert and T. L. C. Chent
School of Aerospace, Mechanical

and Nuclear Engineering
The University of Oklahoma

Norm;in, Oklahoma

High-petformance, composite-material flywheel systems under current
development for energy-storage purposes differ from turbine and com-
pressor systems in that the flywheel rim is flexibly attached to the
hub. Thus, for whirling with gyroscopic action, an exisysaetric
flywheel system has four degrees of freedom, two associated with lat-
eral translation and two with tilting, In the Sandia Livermore spin-
test facility, the above system was driven by an air turbine which
added two more degrees of freedom. A six-degree-of-freedom analysis
of such a system is presented here and applied te two versions of a
specific design presently being developed.

INTRODUCTION whirling was first investigated by Stodola [4]
in 1918. See also [5].

Current engineering intetest in the fly-
wheel as an energy-storage mechanism for either Due to the flexible nature of the flywheel
stationary or vehicular applications has direc- banns, flywheel shaft, and turbine shaft, as
ted attention to .;he dynamics of such a sys- well as the finite mass of the rim, hub (54% of
tem [I]*. One flywheel confld,,'ration currently the rim mass) and turbine, the system is con-
under investigation by Sandia Laboratories in a sidered as a three-mass system. A few analyses
high-rotational-apeed system conaisting of a of multi-mass disk-shaft systems have apperred
composite-material tim attached by means of in the literature; see, Cot instance [6-8).
flexible composite-material bands (or spokes) Unfortunately, however, these analyses are all
to a hub of finite mass which in turn is at- applicable to only the case where the flexible
tached to a relatively flexible shaft [2]. in members (portions of the shaft) connect to

the spin tests conducted at Sandia-Livermore ground. In the present system, one flexible
test faciliLy [3), the flywheel shaft is easen- member (the bands) connects to an otherwise
tially supported as a cantilever at its top end free mass (the flywheel rim). To the best of
by rigid attachment to the turbine shaft, which the present investigators' knowledge, the only
in turn, is supported by a pair of ball bear- analyses even remotely applicable to such a
ings. A schematic diagram of such a system is configuration are [9-11. However, the analy-
shown in Fig. 1. ses in [9-10) are applicable only to a thin-

plate wheel, while McKinnon's analysis [11)
For this system both translational and considered a two-mass system with only three

tilting motions take place. The translation degrees of freedom, since he considered the
contributes to the development of a lateral radial flexibility of the rim-to-hub connector
force due to centrifugal action, while the to be negligible.
Lilting produces an inertial couple, including
gyroscopic action, about a diumeter of the fly- The present analysis considers three
whefl. The sense of this couple is such that masses (rim, hub, and turbine) and aix degrees

it effecti-rely Aziffens the system for modes of freedom (translation and tilting for each
correspond'nq to retrograde (or backward) pre- nass, as ahown in Fig. I).
cession, luil, gyroscopic effect on rotor

* The research reported here was supported by thr Department of Energy through a contract from
Sandia Laboratories, Albuquerque, New Me-xico.
± Presently at the Engineering Mechanics Department, Research Laboratories, General Motors Tech-
nical Center, Warren, MI.
* Numbers in brackets designate References at end of paper,
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PLYWUIEL uim where Kbi and Kbop are band stiffnessee to
reeict remective relative in-plane translation
and out-of-plane tilting between rim and hub.
The values of Kbip and Kbop increase not
only with the initial winding tension in the
bands but also with rotational speed due to the

FLEXIILE DBAD centrifugal stiffening effect, The values of
oij can be obtained by using elementary beam
theory; however, shear flexibility is included
in obtaining turbine shaft stiffnesaes due to
its high diameter/length ratio. For the pur-
pose of completeness1 equations for calculating

Fig. 1. Schematic diagram of the Sandia fly- compliances and band stiffnessees are presented
wheel system, as installed in the in Appendices A and B respectively.
Sandia-Livermore spin-test facility.

The generalized forces are given by
kANLSSF -mW2 r M (Imd I - ar)WOr

r r r r mdr mar -

The system is depicted schematically in 2 (4)
Fig. 1, which has three masses and six gener- Fh ' mh U rh h Nb (ldh mahwrh
alized displacements q} (rr. Or, rho Oh,
rt, ,t)T. it is noted {hat r and f are F 2 m W r , N (I I f)w$
respective translational and tilting displace- t t t t w mat t
ments, while subscripts r, h, t refer to rim,
hub, and turbine respectively. The compliance where mr, mh, and mt are respective rim, hub,
equations can be written in matrix form as and turbine masses; 'mar, imah and Imat are re-
follows: spective rim, hub, and turbine mass moments of

inertia about the axis of rotation; Imdr, Imdh
S{q4  - [0 ] J ) i', j - 1, 2, ... , 6 (1) and Imt are the respective mass moments of

j inertia about a diametral axis; Q is the ro-
tational speed; and w is the whirling fre-

Here the generalized forces are {Qi ) (Fr, quency.

H* Fho Mh, 'Ft Mt)T and the aii are the com- Inverting Eq. (1) and using Eqs. (4), one
pliances. Due to the nature of the connection obtains the following equation:
between the rim and hub as well as the neces-
sary symmetry of the array as required by Max- {[M • -qi[NiW - [K iq
well's reciprocal principle, some of the com- i - j [(5)
pliance terms are repeated in the array, which (I, j - 1, 2, . . ., 6)
can thus be written as follows:

where [Kij] is the inverse of EoijJ, [MiA)
and [Nij] have zero elements except for the
following
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H 11 ar M 22 - Imdr N3 3 * mh NUMERICAL RESULTS AND DISCUSSION

M4 4 " '.dh M5 . "t 66 ' mdt ; The numerical values of the various mass
and inertia parameturb for two different tom-

N2 2  I 44 Imah N Imat posite-material flywheel systems are listed in
Table **. Each of the two systems have the
same rim, which is constructed of hoop-wound

One can reduce Eq. (5) to a standard-type graphite-upoxy composite material and is de-
eigenvalue problem, which minimizes the compu- signed to achieve in cnergy-storage capacity of
tations, by introducing the following defini- 0.56-kwn at 31,500 rpm.
tion:

P w(qi (7) ,ystem A has flat-band-type spokes of
arami.d-epoxy unidirecti-inol composite material
and is shown in Fig. 2. There are six complete

Using Eq. (7) in Eq. (5) and omitting the bands, I.P. the bands are located 30 degrees
subscripts, one obtains the following equation apart around the circumference. The bands are

[0] I (qii pass through and are bonded to slots in the hub,

. .. .-- (Syst~m B differs from System A primarily in

wound flat on to thb rim but undergo a 90-

degree twist to bi wound on to axially oriented
Eq. (8) is in the form of a standard-type pins at the hub. This twist and a lower initial

eigenvalue problem. Thus, it can be solved by winding tension in the bands (90 lb for Sys-
using an existing eigenproblem code at each ro- ter B) results In higher in-plane compliance of
tational speed 1 . the bends. However, the tilting compliance in

smaller.

TABLE i
Mass and Inertia Parameters for Systems A and B

IA System
Quantity _ Symbol Unite A B_

Rim mass M N-sec 2/cm 0.075 (0.043) 0.075 (0.043)
r (lb-sec 2/in)

Hub mass mhn " " 0,041 (0.0235) 0.045 (0.0258)

Turbine mass mt " ' 0.035 (0.020) 0.035 (0,020)

Rim mass moment of I Ncin sac 36.33 (3.21.5) 36.33 (3.215)
inertia about its axis mar (lb-.in-sec

2 )

Hub mass morient of I " 0.610 (0.054) 0.836 (0.074)
inertia about its axis

Turbine mass moment of I1 0.757 (0.067) 0.757 (0.067)
inertia about its axis mat

Rim mass moment of
inertia about a Imdr 18.485 (1.636) 18,485 (1.636)
centroidal diameter

Hub mass moment of
inertia about a I1 2.791 (0.247) 2,689 (0.238)
centroidal diameter mdh

Turbine mans moment
of inertia about a I " " 0,452 (0.040) 0.452 (0.040)
centroidal diameter I I

** The numerical values of compliances are given in Appendix A.
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contrast, critical speeds of negative ordersare always associated with retrograde preces-

SAND(UNOECTINAL sion, in which the whirling phenomenon trs-pelsBAAMID- EPOXY) In a direction opposite to the direction ofshaft rotation.

There does rot appear to be any unanimity
concerning which orders of critical speeds are

AIM (Cmc.-WOuND the most critical ones. For example. Stodola
GRAPHAITE- EPOXY) [4, 5), Biezeno and Grammel [7), and Hartog [13]

emphatize the first order (n - 1). Also ref.
[7] claims that backward-precession critical
speeds are less dangerous than forward-preces-
sion ones. However, Yamada [14) observed ex-
perimentally retrograde as well .xa forward
critical speeds of orders up to 8. Recently
Thomson et al. [l) reported on experiments with
single-mass flywheel systems. They had diffi-
culty detecting the lower whirl phenomena,
although they did detect one firet-order,
lower-mode critical speed. For the upper mode
they detected critical speeds of retrograde
orders 1, 2, 3, and 5 cn one system and 1 and
3 on the other, as well as forward orders 2, 3,
4, and 5 on both systems.

4: - .H~UB ASSEMBLY It is noted that in Fig. 3 there are shown

fourteen first- and second-order critical
__ - - speeds in the rotational speed range up to

Fig. 2 Plan view of one quarter of the Sandia 50,000 rpm: six forward and eight retrograde.
thick-ring flywheel (System A). According to the reasoning of [7) and [13), the

most important critical speeds would be the
first-order forward ones at about 650 rpm and

Both System A and System B have been spin- 34,000 rpm. En contrast, the experience of [E]tested at the Sandia Livermore spin test and [11] suggest that higher mode forward crit-

facility, in which the flywheel Itub is mounted ical speeds of second order are most dangerous.
to a shaft vhich is cantilevered from the It is noted that the amplitude ratios r/h
Barbour-Stockwell air-turbine drive ausembly. and rr/rh increase rapidly as the running

speed approaches the third-mode, second-order
Solving the eigenvalue problem represented forward critical speed (approximately 23,000

by equation (8) by means of rout!ne EIGRF [12) rpm). This is consistent with comparison be-
on an IBM 370, Model 158J digital computer, one tween the present results and the experimental

obtains modal frequencies as a function of the results in [3) as discussbd in the next section,rotational speeds. Plots of these relationships which suggests that perhaps the second forward

for Systems A and B are shown in Figs. 3 and 4. critical speed at the third mode is the most
These figures are plotted in log-log form in important one for System A.
order to get them on the paper. All six modes,
with forward and retrograde branches for each, The curious triple-curvature behavior (two
are shown for completeness. It should be men- inflection points) of the second-mode forward
tioned that the retrograde branches correspond branch in the proximity of the third-mode for-
to negative whirling speeds, i.e., the direction ward branch (i. e. in the vicinity of w -
of rotation of the whirling is a direction 45,000 cpm, 0 - 23,000 rpm) is reminiscent of
opposite to the direction of the running speed. the curve-veering phenomenon discussed by

Leisea [15) and was also found by MeKinnon [II),
The intersections of the w vs. o curves who reported that an experimental wheel failed

with straight lines of the form w - nQ deter- in the vicinity of these conditions.
mine the so-called critical speeds (ncr) which
correspond to the values of running speed f at The major differences in System B as com-
which dynamic instability may take place. The pared to System A are smaller out-of-plane band
value n(- W/E) is called the order of the compliance and larger hub mass and axial moment
critical speed an- it is usually either a posi- of inertia (mh, 

T
mah). Again there are four-

tive or negative integer or its reciprocal. teen first- and second - order critical speeds
Lines corresponding to n - + I and n - + 2 up to 50,000 rpm: six forward and eight retro-
are shown in Figs. 3 and 4. grade as shown in Fig. 4. The first order for-

ward critical speeds are at 700 rpm and 36,000
Critical speies of positive orders are rpm, while the most important one of the second-

always aseocial ad with forward precession, in order forward critical speeds is approximately
which the whirling phenomenon takes place in 23,500 rpm.
the same direction as the shaft rotation. In
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it should also be mentioned that a 4 D01 Some parametric studies ware carried out
analysis presented in [17] predicted correspon- for System A in which either the hub assembly

FL ding second-order critical speeds much higher or the bands, or both were redesigned. Values
then the present analysis. The considerable of the third 2nd.-order critical speed for dif-
decrease exhibited in the present 6 D01 analy- ferent designs are presented in Table 2. It is
@is is believed to be due to the close proxim- Interesting to see that thie particular criti-
ity of the band tilting and turbine-shaft cal speed can be increased more eignificantly
translation modes (i.e. the 3rd. and 4th. modes by increasing the band thickness (with fixed
in Figs. 3 and 4). Thus, it must be concluded cross-sectional area) than by changing the
that an analysis with at least 6 DOF Is requir- material.
ed to accurately portray the system behavior.
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Fig. 3 System A whirl frequency vs.'rotational speed for all six modes with

gyroscopic effects. Circles denote potential forward critical
speeds and squares denote potential retrograde critical speeds.
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COMtPARISON WITH UXPERIXENTAL RESULTS indicative of the predicted criLical speeds in
In the spin tests of the two Sandia fly- the vicinity of 650 and 2,000 rpm.) Starting
Inhte sys nte st. ode ftd hee to Sy Aandia B- at about 14.000 rpm, there wan a gradually in-wheel systems (denoted here Ake Systems A and B) crsigbidpnapitewhh clrte

tated by Sanda personnel at the andia Liver- creasing buildup in amplitude which celrated
tmore Laboratory [3), x and y coordinates r- rapidly starting at 18,000 rpm. Especially
r sudden Increases in amplitude were noted at

the hub position in the horizontal plane were 20,200 rpm and 20,900 rpm. These sudden jumps
picked up by proximity gages and displayed on while the rotational speed was gradually in-
an oscilloscope. creased may be indicative of the nonlinear

The System A flywheel dieplayed consider- Jump phenomenon associated with a "softening"
able vibrational amplitude in the low-speed restoring force [16). It is also possible that
range. (The excessive amplitude may have been these sudden increases were due to any one of

"",10 V T-- I I I I r v4
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Si - RD ,

A~ 4
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~/ /
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10 10 10 1t 10s

ROTATIONAL SPEEDS2 RPM

Fig. 4 System B whirl frequency vs. rotational speed for all six modes with
gyroscopic effects. Circles denote potential forward critical
speeds and squares denote potential retrograde critical speeds.
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TABLE 2
Comparison of the Third-Mode Second-Order Critical Speeds for Various Deaigns
of System A

Case Specific Design Critical Speed (rpm) 1  
Remarks

1. Basic design given in Table 1 23,000 frequency map shown
in Vig. 3

2. Change band material to 24,000
graphite/epoxytt

3.' Change hub assembly4 24,000

4. Combination of cases 2 and 3 24,500

5. Change number of sets of bands total cross-sectional
from 6 to 2 but with triple 24,500 area unchanged
thickness perpendicular to the
rim

6. Combination of cases 3 and 5 24,600

Y Young's modulus in fiber direction - 18.0 met (124.2 GPe)

Specific weight - 0.054 pci (0.015 N/cm3
)

New hub parameters are mh - 0.0183 lb-sec
2
/tn (0.032 N-see2/cm)

I - 0.2012 lb-in-sec (2.273 N-cm-sec 2
)• , Im d h

Tmah_" 0.0432 lb-in-sec2 
(0.488 N-cm-sec 2

)

these causes: (1) sudden failure of a band, (2) symmetric stiffness distribution of thu band
slippage of the bands in the vicinity of the geometry in System B. Pronounced sudden de-
hub, or (3) rapid opening of delamination in creases in amplitude, indicative of nonlinear
the rim. The flywheel shaft broke due to ex- jump phenomena associated with a."hardening"
cessive amplitude when a speed of approximately restoring force [16],were observed at approxi-
22,100 rpm was reached. mately 22,000 rpm and 24,800 rpm. There was a

gradual increase in amplitude starting at about
By ultrasonic and radiographic means it 27,500 rpm, with sudden increases in amplitude

had been found prior to the spin test that this at approximately 29,000 rpm and 30,000 rpm.
particular flywheel rim appeared to have some There was a loud report associated with the
localized areas of fiber buckling. An earlier first of these, and final failure was at 30,100
test of another flywheel of the System A design rpm. Post-failure examination of this flywheel
has achieved 17,900 rpm before the lead balance indicated that the rim still retained its
weights were thrown off and the test stopped. structural integrity, but many of the bands had
Surface flaws, but no significant internal failed near their attachment to the rim. It is
flaws, were detected in it prior to test, and not known which of the following phenomena
post-failure examination showed that it had directly caused failure of these bands: 1i)
separated in the vicinity of the surface irreg- snapping of some of the bands due to excessive
ularity. steady centrifugal and aerodynamic loads, (2)

excessive dynamic mechanical loads resulting
In summary, it appears that the calculated from the system dynamics causing the bands to

third-mode, second-order forward critical speed snap, or (3) excessive abrasion due to rubbing
of 23,000 rpm for System A is in good agreement after the flywheel dropped into the spin pit
with the observed failure due to excessive amp- following failure of the reduced-section break-
litude at 22,100 rpm. This agreement was aur- away shaft. An earlier test of the System B
prising, since all of the stiffness values used design had displayed dynamic instability at
were calculated ones, some of which were based 29,000 rpm and the test was discontinued at that
on boundary-condition assumptions which may not point.
have been sufficiently realistic.

In sumary, it appears that the calculated
The System B flywheel exhibited a gen- third-mode, second-order forward critical speed

erally smoother ride (less vibrational ampli- of 23.500 rpm for System B was not associated
tude) than did System A. A possible explana- with the excessive amplitudes, during spin
tion for this could be the inherently more tests, in the vicinity of 29,000-30,000 rpm.
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However, there is a calculated first-order for- 6. R.B. Green, "Cyroscopic Effects on the Crit-
ward critical speed for the second mode (asseoc- ical Speeds of Flexible Rotors," Journal of
isted with flywheel-shaft rotatory flexibility) Applied Mechanics, Vol. 15, Trans. ASME,
at approximately 34,000 rpm. it may be tents- Vol. 70, pp. 369-376, Dec. 1948.
tively conjectured that the System A flywheel
failed at a second-order critical speed 7. C.B. Blezeno and R. Grammol, Engineering

23,000 rpm) due to stiffness asymmetry of the Dynamics, Vol. III: Steam Turbines, pp.
bands, while System B could have gotten beyond 225-230, Blackle and Son Ltd., London, 1954.
this speed only to encounter excessive ampli-
tude at the next higher first-order critical 8. H.F. Black, "Lateral Vibration of !,hafts
speed ( 30,000 rpm+). Having Radial Symmetry and Appreciable Gyro-

Action," Journal of Mechanical Engineering
Science, Vol. 6, No. 1, pp. 53-63, Mar..

CONCLUSIONS 1964,

Based on the present study, it is con- 9. D.R. Chivens and 4.D. Nelson, "The Natural
cluded that perhaps the most important critical Frequencies and Critical Speeds of a Ro-
speed for flywheel System A is the second-order tating, Flexible Shaft-Disk System, 'Jour-
forward one at the third mode. Due to the nal of Engineering for Industry, Trans.
nature of the coupling involved, an analysis ASME, Vol. 978, pp. 881-886, Aug. 1975.
with at least 6 DOF is required to accurately
predict this system behavior rather than a 4 10. J.A. Dopkin and T.E. Shoup, "Rotor Resonant
DOF analysis. Increasing the band thickness in Speed Reduction Caused by Flexibility of
the flywheel shaft direction is a practical way Disks," Journal of Engineering for Industry,

to increase the above mentioned critical speed. Trains. ASME, Vol. 96B, No. 4, pp. 1328-
0 1333, Nov. 1974.

For System B, the most important critical
speed is less certain. However, there is a 11. C.N. McKinnon, Jr., "Rotor Dynamics Analy-
distinct possibility that it could be a first- sis," Appendix B of "Evaluation of Selected
order forward one at the second mode. Two Drive Components for a Flywheel Powered
practical ways to increase this critical speed Commuter Vehicle," LMC Corp., Final Report,
are to increase the flywheel shaft stiffness Contract EY-76-C-02-1164, Phase I, June 30,
and to decrease the hub's diametral mass moment 1977.
of inertia.

12. IMSL Library 1, 6th ed., International
Mathematical and Statistical Libraries,
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given in [17). Using such atiffnesses, one motion caused by lateral force applied on each
can derive the compliances appropriate to the band. Stiffness Kb is given an Eq. (A-21) in
present design configuration as follows: [17] and is reproduced here as follows:-1 -t k + nhkt''

Q 12 Ka K +1Kt Kb - (kP sinh kL)[2(1 - cosh kL) + kLsinhkL
MC 3e tS.K + L( ) (B-2)

15 tf s tc where k (P/Eb;l) P is the sum of Ini-
-1 + t tial winding tension and centrifugal tension in

"a1  -K +LK each band (see [17] for details)*1 Ab is the
cross-sectional area in each band; Eb is the

5 -K 1 band Young's modulus in the fiber direction; L
25 "t( Is the band unsupported span length ; I1 is

K-1 K-f -i +2 -1 the ares moment of inertia relative to an axis
K33 - +K - 2 LK +LK parallel to the flywheel shaft.

33 f f 0 t~c a tr

-44 + -K (A-) The out-of-plane stiffness of the system
44 Kr tr of banda is

0 K bop - 12 AbEbb2/L + 12(Eb 2P) (RI/A - 1) (B-3)
55 tf

a Kt
1  where b is one half of the hub axial length;

n66 tRI is the inside radius of the rim.

Here the first subscriptm a and t refer to Again the first term on the RlS is anscc-
the respective flywheel shaft and turbine iated with the axial membrane stretching in the
shaft; the second subscripts f and r are bands. The second term is associated with bend-
referring to the respective flexural trans- Ing of the bands about their own centroids out
lational and flexural rotatory stiffnessess; of the plane which is perpendicular to the axis
while c refers to the coupling stiffness to of revolution Ut the hub.
resist trsnslational motion due to a bending
couple i.pplied on the shaft. The following For System B, the bands are wound flat on
numerical values Are used in both Systems A and to the rim but undergo a 90-degree twist to be
B: wound on to axially oriented pins at the hub,

Bailvs in such systeiis are shown In fig. 5(a).
Ksf - 564.3 N/cm (322.2 lb/in) ; Application of Eq. (B-1) is not valid unless a

modification is carried out. Physically the
K 1first term on RHS of Eq. (B-1), which is assoc-

sr iated with stretching in axial direction, is
unaffected. However, the second term should i

SK - 10,346 N/rad (2,326 ib/rad) ; decreased due to reduction of moment of inertia
Ssc along x

Ktf - 9.751 x 106 N/cm (5,568 x 106 b/in) If the force applied at the right-hand side

7 6 is Q as shown in Fig. 5(a), the moment dintri-
K t- 1.583 x 10 N-cm/rad(l.401x 10 lh-in/rad); bution is

[ Ktc " 1.629 x 106 N/rad (9.301 x 105 lb/rad); M(,;) - (L - x) (B-4)

L "Jength of flywheel shaft-27.94cm (I] in) Using the same approach as thac as pre-
sented in [18], the transational deflection at
the point where Q is applied can be eypressed

APPENDIX 5. EXPRESSIONS FOR COMPUTING HAND as follows by neglecting the shear flexibility:Si ~ ~STIFFNESSES f

Determination of band ctiffnesaesaKb P YP 0J [(M-)/Ex(x)]dx (B-5)Sand Kbo for System A are derived in [17J and
are sumrized here for completeness, where I(x) is the moment of inertia at posi-S~tion x.

The in-plane stiffneqs of the system of

bands ine

Kkip b 12 Ab/L + 12 nB P 5 initial winding tension (Pi) + centri-
fugal tension (PC);

The first term on the PLUS (right-hand side)
in thQ integrated stiffness caused by the axial
membrane stretching in each band; while the P C 4,017 x/(3 2
second term Is due to resistance to in-plane c
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For the case when the bands are not pre-
twisted, the value of y /Q can be obtaind by
using the following equaion.eL

PIN (YP/Q) nonwsted (L - x)
2 /Ebll~dX (B-8)

The ratio of the translational stiffness
for the above two different configurations can

, - be obtained as follows:

8IDI VW IW (Kb)twi.ted/(Kb)nontwisted

RIM Q (yP/Q)nontwiated/(yP/Q)twisted (8-9)

Using the values pertinent to the present geo-
metry and integrating numerically, one obtains

the following result:

L (Kb) twisted b0.678(K)nontwisted

BOTTOM VIEW This implies a destiffening effect due to 90*
pretwisting. Combining the present result with
that given as Eq. (B-1), one can comPute Kbip
by using the following equations

Kb Ip 12(AbEb/L+0.
6

78 K ) (B-10)

-PIN M. As far as the Kbop is concerned, Fig.

5(b) should be used, If a moment Mo , instead
of a force Q , is applied at one end, the
moment distribution would be

D7 MWx - ° (B-Il)

The slope at the point of application of
HUB (b) H can be deduced from the following equation.

Fig. 5 Schematic diagrams showing that the (0 )
bands of System B have been twisted o twisted
by an angle of tr/2 at the end at- 2 2
tached to the hub.- [IE 0(I A + I sin A)]dx0

(B-12)

Assuming that the angle twisted is
linearly dependent on x , the following re- where 1 S %(L - x)/2L
lation can be obtained

2 2- xFor the case where the bands are not pre-
I(X) coo s 12 x (B-6) twisted, the value of ý/M is

3t3 (3M) - )dX (B-13)
where I1, ta3/12 ; I2 at/12 ; ontwisted b (-0

xa ax/2L ; t is band thickness; a is Combining Eqs. (B-12) and (B-13), one

band width. obtains
(/14o) tviated/( 0/Mo)nontwisted " 5.0

Inserting Eqs. (B-4) and (B-6) into Eq. 0

(B-5), one obtains This represents a stiffening effect through
pretwisting. Thus, the second term on RHS of
Eq. (B-3) should be multiplied by 5 in order to

(YP /Q)twisted incorporate the stiffening effect, However, the
2L first term is unaffected since it accounts for

(L- X)2/E b(I Cosx + 1 sin x))dx the membrane stretching effect along the axis of

0 the bands. Bearing this in mind, one has

(B-7)
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2 L K of, flywheel-shaft stiffnesses: trans-

Kbop - 12 AbEbb 2/L + 6W(Eb1 2P)O(RI/L - 1) lational-rot~tory coupling, trans-
K lational, and rotatory, respective-

(B-14) er ly

In the present paper, the following data Ktc , Ktf turbine-shaft stiffnesses: trans-
are used lational-rotatory coupling,

- 0.05 in
2 (0 m2 K translational, and rotatory,

Ab(0.323 cm ) tr respectively

a - 0.5 in (1.27 cm) k tie-bar parameter (!P/Ebll)1

b - 1.5 in (3.81 cm)

E. = 11 x 106 L unsupported length of band (from hub
psi (75.87 Cl's) to rim)

L - 5.375 in (13.65 cm) L length of flywheel shaft
8

F i . 7.625 in (19.37 cm)
M bending moment at position x on

t - 0.1 in (0.254 cm) the band

APDIC. O C E, inertial moments of hub, rim, and
LAPPENDIX C. NOMENCLATURE turbine, respectively

[MiJ inertia mntrix with elements de-A.b croas-sectional area of one band fined in Eqs. (6)

a width of band in plane of rotation M bending moment applied at end of
0 band

b one half of the hub axial length

elastic modulus of band along its 1h. mr-
length mass of hub, rim, and turbine,mt respectively

Ph, Fr, Ft centrifugal forces of hub, rim,
and turbine, respectively

E[Nii] gyroscopic-action matrix with ele-
L ments defined in Eqs. (6)

I(x) distribution of rectangular area
moment of inertia of band along n the order of a critical spsed
the length of a twisted band 4 a/S)

P total tension in one band
Ill 12 major and minor rectangular area s t c + i e

momenta of inertia of band P + Pi"

P centrifugal tension in one band
'mah' 'mat' mass polar moments of inertia c

about the axis of revolution for Pi initial winding tension in one band
I Mac the hub. rim and turbine,

respectively (P pseudo-velocity column vector

I mdb, Imdr, rass polar moments of inertia
about a diametral axis for the hub, Q applied shear force on band, acting

rim and turbine, respectively normal to the band and in the planenmdt of rotation

translational flexural stiffness {Q generalized force column vector
"of one band in a plane perpendic- (Fr' Mrs Fh'h' Nb. Ft Mt )T

ular to the plane of rotation {qi} generalized displacement column

in-plane translational stiffness vtor
of the entire system of bands

out-of-plane rotatory stiffness of
entire system of bands RI inside radius of rim where the bands

are attached to it

[K inverse of [aC'ij rh, r r, 't translation in plane of rotation for
the hub, rim, and turbine
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t thickness of band in direction of
axis of rotation of flywheel

x position along the band, measured

from the hub

ft wx/2L, N(L - x)/2L

y deflection of band at rim relative
to the hub, in a direction normal
to the band and in the plane of
rotation

['a compliance matrix witb elements
defined by Eqs. (A-I)

on' or# 4t tilt angles (slopes) of the hub,

rim, and turbine, respoctively.

rotational speed

, whirling frequency
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HUMAN RESPONSE TO VIBRATION AND SHOCK

WHOLE-BODY VIBRATION OF HEAVY EQUIPMENT OPERATORS

D.E. Wasserman, W.C. Asburry, T.E. Doyle

National Institute for Occupational Safety and Health
Cincinnati, Ohio

Approximately 6.8 millioa United States workers are exposed
to whole-body vibration. A vibration field study was made
of one of these groups -- heavy equipment operators. Several I
types of machines (track-type tractors, scrapers, motor
graders, loaders, backhoes, compactors, skidders, and dump
trucks) were operated by one or two of four operators with
differing degrees of experience. Vibration data were ob-
tamned from the following locations, vehicle floor, man-
seat interface, as well as from the operator's knee, shoulder,
and head. Results of analyzing the vibration spectrum indi-
cate that for the different types of machines little dif-
ference could be attributed to the experience or body mass
of the operator and that moat of the higher level vibration
occurred below the 4 to 8 Hz "human-body resonance band,"
much of it at less than 1 Hz.

INTRODUCTION job for 30 years, 50 weeks per year,
at a conservative 30 hours per week,

From data compiled in plant site and would be exposed 45,000 hours. To
workplace studies performed by the answer some of the questions relating
National Institute for Occupational to chronic vibration exposure in the
Safety and Health (NIOSH) we can esti- workplace, NIOSH has completed a series
mate that there are some eight million of epidemiological morbidity studies of
workers in the United States who are key vibration-exposed occupations:
exposed to occupational vibration.(l) heavy equipment operatton (3, 4), bus
Of these, some 6.8 million are esti- driving (5), and truck driving (6). In
mated to be exposed to so-called "whole- addition, a series of laboratory animal
body" vibration (i.e., vibration im- studies (7, 8) and human studies (9)

pinging on the entire body, head-to-toe) were performed.
such as would be experienced while
driving a moving vehicle, for example. Heavy equipment operation was the
Another 1.2 million workers are exposed subject for this first series of field
to "hand-arm" (i.e., segmental) vibra- studies because this large group of
tihn, which is locally applied vibration workers (about 500,000) is chronically
such as would be experienced while oper- exposed to occupational vibration and
ating vibratory hand tools (e.g., pneu- has been epidemiologically studies and
matic chipping hammers, grinders, chain because the Union of Operating Engineers
saws, etc.). Local # 3 (San Francisco based), which

assisted in the previous epidemiological
Whole-body vibration is considered studies, offered us the use of their

a "generalized stressor."(2) Since it unique training facility (Rancho-
impinges on multiple body organs simul- Murietta, near Sacramento, California).
taneously, both the acute and chronic
physiological effects of such exposure As part of this series, we under-
are difficult to define. With regard took engineering field studies to quan-

to the work situation, information about tify and describe the vibration exposure
chronic effects are paramount since a received by workers while they operated
worker working in the same vibratory various types of heavy equipment vehi-
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cles under actual work condition6., multiplexed FM/FM (4 watt) telemetry
Future biological laboratory and medical transmitter operatinq at 216,5 MHz.
field studies combined with vibration Data were transmitted to a nearby mobile
dose data, such as that reported here, unit where it was demodulated and FM
will eventually give the final answers tape recorded for later data analysis.

to the health and safety coh.cequences Vibration acceleration measures were
of this exposure. In this paper thi, taken in accordance with the accepted
instrumentation, the study methods, and biodynamic coordinate system designated
the data collection and procesnitng of in ISO 2631 (Figure 2). Data were sol-
the engineering field study are de- lected from the following locationst
scribed. An example of the vibration
data is also prenented.* Only the o Vibration acceleration at:
results of the analysis of the vibration
data is presented in this report, - Target vehicle floor yve-'ical
physiological, noise, and other date axis)v
obtained in this study will be reported
elsewhere. - Man-seat interface (i.e., worker's

buttocks) (vertical, horizontal,
INSTRUMENTATION and lateral axis) (Figures 3, 4)1

The vibration exposure experienced - Worker's knee (vertical axi4);g
by the wzrker must be measured at vari-
ous poihl-A on the vibratory source, s - Worker's head (vertical axis)
well as on the man, because the dose a (Figures 5 and 6).
worker receives depends on such multi-
ple factors asa o Environmenti

o worker orientation and the degree of - "A" weighted noise (at the worker's
body coupling to the vibratocy source; ear level) using a sound level

me er;,
o frequency filtering by "ehicular

seats, worker clothing, vehicle - Temperature and relative humidity
auspension, vehicle tire pressure; (manually obtained).

o multiple vibratory sources, e.g., o Physiology:
dual engines on some types of earth-
moving scrapers; - Electrocardiogram (EKq) using

disposable silver-silver chlo'ide
o vehicle speed and the type of road electrodes;

terrain being traveled;
- Electiomyograms (EMG, 2 channels,

0 the worker's age, body mass, and bilateral sacrobpinalis muscles)
expocuro time on the job. using the above type electrodes.

Multiple simultaneous measures need o OJther:
to be taken to characterize the vibration
dose. Because vibration is often accom- - Road profiles traversed by the
panied by noise, heat, fumes, and dust, target vehicle (using a monochromu.
it is necessary to attempt to account vidicon TV aamera and video tape
for these additional stressors. recorder mounted at the operator's

eye level observing and recording
SOURCE OF DATA - The Target Vehicle the road terrain the operator

actually observed) and continuons
The system developed and used in obser-at.. ns ol the operatox and

t hese field studies is depicted in his vehicle motion (using a secondFigures la-Ic. Each heavy equipment monochrome vidicon TV camera and

vehicle operator was "wired," using video tape recorder);
various transducers, to a multi-channel

- Target-vehicle speed (Doppler
radar);

' The complete details of this study
have been reported in "Whole-Body Vibra- - Targe-vehicle tire pressure (where
tion Exposure of Workers During Heavy applicable);
Equipment Operation," D.E. Wasserman,
T.E. Doyle, and W.C. Asburry, DHEW - Two-way radio communication between
(NIOSH) Publication No. 78-153, April, target-vehicle operator and mobile
1978. unit.
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. __ • Figure la.

Hoavy equipment vehicle
operator "wired" for
transmitting measured
data.
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Figure lb.

Vibration mobile unit
obtaining vibration, ,"LL '- -,

environmental, and N- P ADAHM
physiological data. n•_l

- ".. . MOUILL UNi•

................ ..... igure ic.
.Vibration mobile unit
----- and target vehicle ( v)

at test site.

- I

.r,

'I. I
--- 1~_ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _

!;~w t_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ ________ 4-



+Uj

'Figure •.Blodynamc coordinate
system acceleration
measurements (150 2631).
ax, ay* as " acceleration

in the direction of the
xt y, and z axeg;
x axis - back-to-chest;
Y axis - right-to-jeft;
z axis - foot-to-head.
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Fig. 4 -Seat accelerometer disk
is use during field study

CAVITY -- / '- TRIAXIAL_ • / , |~ A C C E L E R O M E T E R ; )"

3M12 MM
200MM

Fig. 5 - Triaxitl accelerometer embedded in molded rubber disk. The disk is taped
to the surface of the driver's seat cushion to receive man/sent acceleration data.

Fig. 6 Bite bar in use during
field study
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"-he hesrt of the data acquisition a four-wheel-drive military ambulance
system was a ruggedized FM/FM telemetry was customized (Figures 8 and 9) which
system. The basic transmitter capacity included a 5000-watt al%;ernator for the
was up to 14 multiplexed channels. This instrumentation power.
permitted a variety of data inputs and
the system was designed so as to allow All of the data from the target vehi-
us to custom design a variety of condi- cle were simultaneously multiplexed and
tioning electronics modules and to inter- transmitted to this receiving mobile
face these into the multiplexer. In unit where it was received, demodulated,
these field tests we chose to transmit and, finally, FM tape recorded with some
12 data channels (with the remaining preliminary data processing (i.e.,
two channels at the receiving end tape Fourier Spectrum Analysis) being produced
recorder used for data reduction put- on-line. The target vehicle was contin-
poses - a time marker channel and refer- uouely under video monitoring from the
ence oscillator), Thus, the transmitter portable black and white TV camera
data were: located on top of the mobile unit. This

video information was taped and synchro-
a seven vibration data channels, nized with all the incoming data. The

speed of the target vehicle was contin-
a one "A" weighted noise channel, uously monitored and recorded using a

police-type Doppler radar unit. In
o two electroyogram (EMG) channels, addition, an independent RF audio commu-

nication link maintained two-way communi-
o one electrocardiogram (EKG) channel, cation between the two vehicles.

The transmitter was designed so that The mobile unit normally carried a
it could be used in a radio frequency three-man crews one to operate the
(RF) mode or in a direct (hard-wired) major electronics system, one to oper-
mode with the RF section off. All ate the roof video camera chain, and
inputs were individually conditioned the third to double as driver and oper-
and multiplexed, this multiplexed signal ator of the Doppler speed-measuring
could be transmitted either directly unit.
(through a 1000 foot cable driver ampli-
fier to the mobile unit) or through the ATUDY METHODS AND DATA COLLECTION
RF mode, with a transmitting distance
of 2 to 4 miles, depending on the ter- Four professional heavy equipment
rain. 1i simplified schematic diagram operators were used in the tests of the
of the transmitter is depicted in different pieces of heavy equipment of
Figure 3. various U.S. manufacturers (Table 11).

In many cases, it was possible to obtain
Becaust of the limited number of data from two driverq as they sequen-

data channels, we were unable to use tially operated a given machine, each
three accelerometers at each vibration repeating the same type of work cycle
position. (Three accelernmeters would over the same terrain under the same
have been needed to reasonably define environmental conditions, Where two
the multiple directions of vibration drivers were used sequentially, one
impinging on an object at a given point.) driver was the "seasoned profuessional"
Three orthogonal directions were mesa- (the driver who actually taught the
ured on-y at the man-seat interface proper use of that machine). Because
(Figures 4 and 5)) thus, at the floor, the other instructor did not use that
knee, and bite bar (Figures 6 and 7) particular machine but could operate it

Lly vertical acceleration was measured, he was considered the "new driver."
This was done because about one-third

Equipment power was obtained using of the heavy equipment workforce con-
a single 12 volt auxillary automotive tains relatively new operators. All
battery, had at leact 20 years of experience

operating various heavy equipment vehi-
A list of the major commercial cles.

equipment used in this study is given
in Table I. Route]i and work cycle schedules were

mapped our for each machine. When
VIBRATION DATA RECEIVER - multiple machines of the same type ware
Vibration Mobile Unit used each machine was operated over the

same terrain and under the same work
A versatile, rugged, on-off road conditions. Each day an operator was

mobi½n unit that could be used virtually wired into a heavy equipment vehicle,
anywuere under any road condition was system calibration and checks performed,
needed as a mobile control and data tape recorded, and logged. Operators
acquisition center. To meet these needs were instructed to perform their normal
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FiJ. 7 - Metal bite bar (left), with accel-
erometer and dental impression (right)

TABLE I

Major Commercial Equipment Used in Study*

(Transmitting) Target Vehicle Equipment.

Aydin-Vector by power FM/FM transmitter (216.5 m•z, Xtal controlled)
Sony, Model AVC-3400, portable monochrome Vtdicon camera and video tape
recorder system
Bectin-Dickinson, "Dispos El" silver-silver chloride electrodes

r ENTRAN, Model EGAL-125, piezo resisti.c accelerometers
iPace, Model 100 ASA, voice communications trainsmitter/receiver (21.575 MHz)

(Receiving) NIOSH Mobile Unit Equipment

Microdynet Model CPR-W1l, phase-locked loop receiver
Metraplex, Mcdul 122-2, Subcarrler FM demodulators
Honeywell, Model 5600-B, multichannel FM tape recorder
Sony, Model AVC-3400. portable monochrome Vidicon camera and rideo tape
recorder system
lHoneyw'l-Saicor, Model SA1l5A, Fourier analyzer

Custor Signals, Model MF-7, moving Doppler speed radar system (10.525 GHz)
Generac, Model XP-5014,, 6207-5, 5000-watt alternator

* Mention of comumercially available equipment does not necessarily imply
U.S. Government endorsement,
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work tasks in the same manner they would compute a power spectra of a random pro-
if testing were not taking place. Data cacs it was first necessary to generate
collection began and the same work cycle a positive quantity that could be aver-
using the name machine was repeated aged. The resulting average was a meas-
using another operater later in the name ure of the energy in each frequency com-
day. prising the spectrum band. The vibra-

tion data can be regarded an a typioal
Where possible, types Of machines random process yielding a Fourier trans-

were later categorized into their appro- form that will have both positive and
priate SAE .lawsification system also negative, real and imaginary values,
shown in Table XI. randomly distributed across the spectrum.

If this transform were averaged without
DATA PRESENTATION AND ANALYSIS time synchronization, the result would

be zero. Thus, the Fourier transform
During the course of this study, we was first conjugate multiplied to yield

gathered spectral data from accelero- a positive quantity at each frequency.
meters placed in seven different poni- A number of such spectra were summed and
tions. We classified these data into then each frequency was divided by that
various matching categories and obtained number to achieve the desired average.
a maximum of seven spectral plots for To obtain linear spectre from power
each data group. spectra, the square root of the power

spectra was taken. In the computing
As an example, Figure 10 illustrates process the result yields a real part

seven plots for one of the machines and containing magnitude data with the
one of the operators (Data Group C). imaginary part containing phase informa-
The computer code number in the upper tion. The magnitudes are then summed as
left hand corner of each spectral plot repeated averages are taken and stored
indicates the machine type (Society of in the computer. The phase values ran-
Automotive Engineers (SAE) classifica- domly sum and, thus, must be disregarded.
tion and document number), the position
of the accelerometer (e.g., the seat, The computer processing methods are
knee, etc.), the number of computer summarized in Table V.
averages used in each plot, and the
driver code number. To read a given SUMMARY
spectral plot for each peak in the
spectra, read "frequency" horizontally The summary and conclusions given
(25 HZ full scale) and read peak linear herein cover all the machines and oper-
acceleration in "g" units vertically ators indicated in Table VI. Without
(for RMS, multiply each peak value by being overly specific, it appears we
0.707), using the appropriate vertical can indicate the following for the major
scale factor as indicated in each plot. vibration peakst

In Table IIT, the predominate fre- i. For track type machines (tractors
quencies for the six Hz bands for Data and crawler loaders) with virtually no
Group C are discussed. In Table IV, suspension and limited speed, the major
the maximum and minimum peaks within the frequency peaks extend discontinuously
six frequency bands for Data Group C from about 0.12 Hz to about 20 Hz, with
are tabularized. In Table . are found peak acceleration levels at approxi-
the major spectral peaks by machines and mately 0.01g to 0.25g. About 25 per-
type of operator for all of the machines cent of the major frequency peaks occur
used in the field tests, in the 4-8 Hz human body resonance band,

whereas about 50 percent of the major
Because the heavy equipment machines peaks occur at frequencies less than

have been categorized into an approved 0.15 Hz. The majority of these latter
SAE classification system the vibration peaks appear in the vertical az direc-
data processing has centered around this tion.
classification scheme. The first
attempt at data reduction resulted in 2. For rubber tire type machines
some 2,400 data plots. In the second (scrapers, motor graders, and loaders)
attempt only linear vibration spectra, that have suspension systems and moder-
grouped according to the SAS classifi- ate speed capability, the major fre-
cation where possible, was used. This quency peaks extend discontinuously
resulted in the linear spectral plots, from about 0.10 Hz to about 5.25 Hz,
an example of which is contained in
Figure 10 for Data Group C.

The following steps were taken to A complete list of all spectral plots
derive these linear spectra plots using is given in the previously cited NIOS1!
an HP Model 5451 Fourier computer. To publication 78-153.
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SELF'PROPELLED RUBBER TIRE SCRAPERS II
(MICHIGAN 1O0 CAT 6278, 6310. O3IC;j .
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TABLE III

Example of Discussion of Data (Date Group C)

Data Group "C" (Computer File Code 24)

TYPE OF MACHKINE: Self-propelled rubber tire scrapers (Michigan 110, CAT

627B and 631 B, C, Terex TS-14); both traditional and

never vibration reducing design.*

OPERATORS: One experienced and one inexperienced; each operating
machines on separate days, doing the same job over same
terrain.

WORK SEQUENCE: 1. Roading empty on blacktop (10-20 mph); 2. Filling
bowl with dirt and rock (30-40 seconds fill time);

3. Roading loaded on semi-smooth haul road (20 mph):
4. Gradually dumping load while moving (5 mph); 5. Road-

ing unloaded on same haul road (30 mph); 6. Push-pull
loading of another scraper; 7. Roading unloaded on access
road (30 mph).

SPECTRAL PLOTS: 14; 7 for each operator.

HIGHEST AND LOWEST VIBRATION FREQUENCY PEAKS:

Experienced operator (summarized in Table C-i)

In the 0-3.99 Hz band, 2.12 Hz appears as a maximum peak at every vertical

transducer position. It also appears in the lateral seat direction at about

half the amplitude of the principle peak of 0.13 Hz. The principle peak of

the seat in the horizontal direction is 0.31 Hz.

In the 4-7.99 Hz human-body resonance band, components of 4 Hz appear maxi-

mally at all transducers.

In the 8-11.99 Hz band, 8 Hz components appear vertically at each transducer;

10-11 Hz components appear at the seat in the lateral and horizontal

positions.

In the 12-15.99 Hz band, major components of 12-13 Hz aPpear at the floor,

head, knee, and the seat laterally. Minor components of the 12-13 Hz band

appear at the seat vertically with the highest peak occurring at 14.87 Hz;

similarly, the seat horizontally has a 14.87 major component. Shoulder data

do not appear.

In the 16-19.99 Hz band, major components of 16-18 Hz appear at each trans-

ducer except at the head and shoulder.

In the 20-23.99 Hz band, only the floor and lateral seat direction appear

to have spectra.

In summary, the overall major peak appears at 2.12 Hz at the shoulder. It

also appears that the seats (in the vertical) direction tend to remove

frequencies above 16 Hz.

*The data are a combination of data for scrapers of traditional and newer

design. The primary spectral difference is that the vibration reducing

designs exhibit vertical vibration levels of about one-half that of the

traditional designs in the frequency range of 1.5 to 2.5 Hz.
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TABLE V
amiary of Data Analysis

Method Fast Fourier Transform (MIT)

Analyzer Hewlett-Packard 5452 Digital
Fourier Analyzer

Parameters:
Analysis range 0.25 Hz
Block size 1024
Sample time 1.62 minutes
Af - constant bandwidth - .0488 Ha
Heuning window Used once
Hanning correction factor 2.0
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with peak acceleration levels aI ,vp'u•- body masses. (This would appear to
maeely 0.0

4 ,J tu 0.130q. Srn the 4-8 HZ confirm an observation by Barton ot el.
human body resonsnce band, only a singlu (10).)
peak at 5.25 Hz at 0.095g in the hori-
zontal (as) seat position occurs. About 3. From these limited data, there
25 percent of the major peaks occur in appears to be a single vibration trans-
the 2.12-2.6 liz range. Tha majority miasion path to the operator's upper
of those latter peaks appear in the torso and head from the vehicle occur-

vertical a, direction. ring directly through the operator's
seat and torso. in the cose of the

3. For the vibrating drum type operator's seat, the vibration impinging

machine compactors, the spectra spreeS on the upper torso is modified by the

from 0.1 1lz broadly to 15.28 Hz, with filtering characteristics of the seat.

acceleration levels ranging from 0.004g
to 0.09g. In the 4-8 Hz human body 4. Moat of the higher acceleration
resonance band there were no major levels measured occur in frejucncy bands
peaks; however, a peak at 3.62 Hz ap- below the 4-0 Hz human body resonance

pears at 0.09g. The majority of the bond with much of the data occurring at

spectra peaks appear in the vertical less than 1 HZ.* We believr these very

direction. 1,lw frtquancy peak:; are due to changes
in vehicle path or speed, such as accel-

For the wheel type compactor (whure crating the vehicle and brahing,

we have available only a limited amount steering through turns, and changing

of data) seat data, 0.13 Hz and 14.95 Hz grades or side elopes in the terrain.

appear predominant with accelerations
ranging from 0.025g to 0.064g. ACKNOWLELiGEMENTS

4. For the hydraulic excavator The authors would like to extend

(a track machine without a suspension) their thanks to the followingt (NIOS10)

there appear to be two distinct groups Dr. E.S. Harris, M. Curry, D. Ring, and

of peaks: ono group at very low S. Adarias (Union of Operating Enginuers

frequencies (L.12-0.20 Hz at 0.026g to - Locat 0 3) D. Marr, J. Martin, and

0.54g) end another group at higher A. Burth; (Caterpillar Tractor Co.)

frequencies (14.6-15.3 HZ at 0.01g to J.C. Barton; (Structural Dynamics
0.027q). Once again, the majority of Research Corp.) Steve Beck; and (NAMRL)

these peaks occur vertically and no Dr. J.C. Guignard for their advice and

major peaks occur in the 4-0 Hz human assistance during the course of this

body resonance band. study.

5. The limited available seat data
for the log skidder (a very specialized
forestry type machine) range from
1-4.15 Hz, with acceleration levels
from 0.07g to 3.130g peaks.

6. For the case of the two dump
trucks, we found a spectrum extending
from 0.12-12.12 Hz (0.01g to 0.048g).
in the 4-8 Hz resonance band, about 37

percent of the major peaks occur. Once

again, the majority of all peaks appear
ia the vertical az direction. ' Frequencies below 1 Hz are reported

(11, 12) to cause motion sickness;

CONCLUSIONS however, the subjects in this study
have never reported this problem

Recognizing the constraints on the while operating the heavy equipment

data obtained in this study as well as machines. Recent work has shown that

our small operator sample size, it human exposure from 0.1-0.7 Hz (meas-

would appear that certain limited and ured at the accelerometers in the

tentative concluding comments can be order of 0.19g) as reported here are

made: generally associated with motion
sickness in susceptible people when

1. From these limited data there the motion is sustained (as on a ship)

appears to be little differenc:: between and has an on-going periodicity.(1
3 )

experienced and inexperienced operators. This does not generally happen in
this situation because of the non-

2. From these limited data, there recurring nature of the motion.

appears to be little difference in
spectra between operators of differing

67

S. . . ,- •= • -: . . .< • . i ,. , • ,:. , :.. . .. ... .. .



REFERENCES 11. Goto, D., and H. Kanda: MotionS~ sickness Incidence in the Actual

S1. Wasserman, D.E., D.W• Badger, T.E. Environment. Research Institute,
Doyle, and L. Margoliest Industrial Heavy industries company, Tokyo,
Vibration -An overview ASSE Japan (Working Group Paper ISO/
Journal 19(6):38-43 (1974). TC/08/SCN/WG2-63, (Aug. 1977).

2. Guignard, J.C. and P.P. Kings 12. Guignard, J.Ct Recent Research in
Aeromedical Aspects of Vibration and the U.S. Germaine to International
Noise. AGAR, No. 151 (1972). Standard, Xs02631-1974 and to its

Proposed Extension to Frequencies
3. Milby, T.E. and R.C. Spear: Below 1 Hz. U.K. Informal Group on

Relationship Between Whole-Body Human Response to VIbration,
Vibration and Morbidity Patterns Northampton, England (Sept. 1977).
Among Heavy Equipment Operators.
DHEW Publication No. (NIOSH) 74-131 13. Guignard, J.C.i (private communi-
(1972). cation).

4. Spear, R.D., C. Keller, V. Behrens,
M. Hudes and D. Tartar: Morbidity
Patterns Among Heavy Equipment
Operators Exposed to Whole-Aody
Vibration. DHEW Publication No.
(NIOSH) 77-120 (Nov. 1976).

5. Gruber, G.J. and N.H. Ziperman:
Relationship Between Whole-Body
Vibration and Morbidity Patterns
Among Motor Coach Operators. DHEW
Publication No. (NIOSH) 75-104
(Sept. 1974).

6. Gruber, G.J.: Relatioraship Between
Whole"Body Vibration and Morbidity
Patterns Among Interstate Truck
Drivers. DHEW Publication No.
(NIOSH) 77-168 (June 1977).

7. Sturges, D.V., D.W. Badger, R.N.H.
Slarve and D.E. Wasserman: Labora-
tory Studies on Chronic Effects of
Vibration Exposure. Paper B10-1,
AGARD Conference on vibration and
Combined Stress in Advanced Systems,
Oslo, Norway (April 1974).

S. Badger, D.W., D.V. Sturges, R.N.
Slarve, and D.E. Wasserman: Serum
and Urine Changes in Macaca mulatta
Following Prolonged Exposure to
12 Hz, 1.5g Vibration. Paper H311-1,

AGARD Conference on Vibration and
Combined Stress in Advanced Systems,
Oslo, Norway (April 1974).

9. Cohen, N., D. Waseerman, and R.
Hornung: Human Performance and
Transmissibility Under sinusoidal
and Mixed Vertical Vibration. Ergo-
nomics 20(3):207-216 (1977).

10. Barton, J.C. and R.E. Hefner: Soci-
ety of AUtOmotive Engineers.
Whole-Body Vibration Levels: A
Realistic Baseline for Standards.
Paper 760415, Earthmoving Industry
Conference, Peoria, Illinois
(April 1976).

68

40



RESEARCH RELATED TO THE EXPANSION AND IMPROVEMENT OF

HUMAN VIBRATION EXPOSURE CRITERIA

Richard W. Shoenburger
Aerospace Medical Research Laboratory, Aerospace Medical Division

Wright-Patterson Air Force Base, Ohio 45433

A program of research directed toward improvement of the
validity and generality of human vibration exposure
criteria is described. A psychophyf;ical matching technique
was used to investigate the perceived intensity of various
types of vibration environments. Experiments conducted to
date are of two types: comparisons of sinusoidal and
non-sinusoidal vibrations, and comparison of translational
and angular vibrations. Results discriminate between alter-
nate methods for evaluating the severity of' non-slnusoidal
vibrations, and indicate relationships between translational
and angular vibrations needed for the expansion of vibration
criteria to include angular motions.

Standards for human exposure to translational vibrations with
whole-body vibration [1 , 3, 81 are angular vibrations. Although the
intended to be applied to real- detailed experimental designs
world situations in which the varied slightly from one experi-
motion environments are composed ment to another, the technique used
of complex waveform vibrations con- was fundamentally the same for all
taining multiple frequencies or experiments -- a psychophysical
broadband random inputs. These may matching procedure in which the
occur in any of three translational subjects matched their perceptions
and three rotational directions, of the intensity of one type of
either independently or simulta- vibration by adjusting the physical
neously in any combination of the intensity of another type of vibra-
six possible degrees-of-freedom. tion. Similar techniques have
However, the experimental data proved successful for comparing
base from which such standards are the subjective intensities of vi-
derived consists primarily of brati(ns with different frequencies
studies in which the vibration [5], different translational axes
inputs were single sinusoids [61, and different spectral
applied in one or arother of the compositions [7].
three translational axes. To im-
prove the validity and generality Comparisons of Sinusoidalof vibration exposure criteria, and Non-Sinusoidal Vibrations

research is needed comparing single-
axis sinusoidal and various kinds Currert human vibration exposure
of non-sinusoidal, angular, and standards [1, 3, 8] specify two
multi-degree-of-freedom vibrations, procedures for evaluating non-
A program of research in the sinusoidal vibration environments.
Biodynamic Effects Branch, Bio- The preferred method treats each
dynamics and Bioengineering Divi- component frequency of a multifre-
sion of the Aerospace Medical quency environment or each third-
Research Laboratory, Investigating octave band of a random environ-the perceived intensity of various ment ine1L1An1.L, while the

types of vibration environments, alternative method involves a
is directed toward this goal. weighting technique. These two

methods yield different results
This paper is divided into two except when all the vibration

sections: experiments comparing energy is within a single third-
sinusoidal vibrations with various octave band. Under the weighting
kinds of non-sinusoidal vibra- method, the severity rating of the
tions, and experiments comparing vibration increases with the number
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of third-octaves in the spectrum; was neated upright and secured to

but under the Independent component the sueat by a lap belt and shoulder
method, the rating is determined harness, He was also provided
solely by the criterion level of with a hand-held potentiometer
the most intense third-octave and with which he controlled the
is, therefore, independent of the amplitude of the matching vibration.
bandwidth, The greatest difference The acceleration of the vibrating
occurs when the vibration spectrum seat. was displayed on a true RMS
has the shape of the criterion meter, and the acceleration of the
curves. matchinp, vibration was read from

this meter and recorded by the
In the three experiments re- experimenter for each matching

ported below, the vibration stimu- response. Photographs of the ex-
Ii were constituted so that they perlmental setup for both vibrators
contained either one, two, three and additional details concerning
or four components, each at a the production of the vibration
particular criterion level and each stimuli are available in refer-
in a different third-octave band. ence 7.
Under the independent component
method the severity of the stimuli Vibration: In all three ex-
would be rated the same no matter per'imelts, vibration was in the
how many components they contained, Z-axis. Vibration stimuli in
but under the weighting method the Experiment I were composed of four
severity rating would increase as sinusoidal frequencies (11, 17,
the number of components increased. 40 & 63 Hz) presented either singly
The experimental procedure was or in all possible combinations of
essentially the same in each exper- two, three or four frequencies,
iment, but the composition of the Twenty-five Hz (the matching fre-
vibration stimuli varied between quency) was also presented as a
experiments. In Experiment I, the stimulus to provide a check on
stimuli were composed from sinu- possible biases or errors in the
soids with frequencies from 11 to matching response when the stimulus
63 Hz; in Experiment II they were and response frequencies were
made up of third-octave bands of identical. The frequencies used
random vibration with center fre- were approximately the preferred
quencies from 16 to 40 Hz; and in center frequencies of every other
Experiment III they were synthesized third-octave band from 10 to 63 Hz.
from sinusoids from 2,6 to 16 Hz. However, slight departures from

some of these center frequencies
METHOD were made to avoid harmonic re-

lationships between frequencies.
_§.ube__Li: In all three experi- This resulted in constantly chang-

ments the subjects were male Air Jnc phase relationships between
Force military personnel, who were the frequencies in all combinations,
physically qualified volunteer rather than the fixed phasing which
members of a vibration panel. They would occur for harmonically relat-
received incentlwv pay for partici- ed frequencies. All frequencies
pation in vibration experiments, were presented at accelerations
Ten subjects participated in Exper- corresponding to the ISO 25-min
iment I, 12 subjects In Experiment Fatigue-Decreased Proficiency (FDP)
II, and 14 subjects in Experiment level [3], Table I lists all of

the stimuli used in Experiment I,
and specifies their frequencies

A6paratLu In Experiment I vi- and RMS accelerations.
bration was produced by an MB Elec-
tronics electromagnetic vibrator In Experiment II the vibration
(Model C-5), and in Experiments II Im wereme up of five

and III an Unholtz-Dickie electro- third-omtive bands of random vi-magnetic vibrator (Model MA 250D) tidotv ad frno l
bration, with center frequencies

was used to produce the vibration of 16, 20, 25, 31.5 and 40 Hz,
stimuli. In all three experiments presented either singly or in
a lightweight aluminum seat was combinations of two, three, or four
rigidly mounted on the moving ele- bandsi. The 25 Hz sinusoidal match-
ment of the vibrator, and trans- ing f he 25 also presentedmitted the vibration directly to ing frequency was also presented i

as a stimulus, as it was in Ex-
the subject without cushioning or periment I, to check on possible
padding. The Unholtz-Diokie seat response biases. All third-octave
included arm and foot rests, but bands were presented at acceler-
the MB seat did not, The subject ation levels corresponding to the
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TABLE I

Vibration Stimuli (Exp. I, 25-min FDP)

Number of Stimulus Frequency Acceleration
Components Code (Hz) (RMS 0z)

A 11 0.25
B 17 0.39

One 25 25 0.57
C 40 0.92
D 63 1.43

AB 11 + 17 0.46
AC 11 + 40 0.95

Two AD ii + 63 1.45
BC 17 + 40 0.99
BD 17 + 63 1.48
CD 40 + 63 1.70

ABC 11 + 17 + 40 1.03
ABD 11 + 17 + 63 1.50

Three ACD 11 + 40 + 63 1.72
BCD 17 + 40 + 63 1.74

Four ADID 11 + 17 + 40 + 63 1.76

SO 1-hr FDP level [3]. It was 1-hr FDP level [3]. Table III
necessary to use a lower acceler- lists all of the stimuli used in
ation level than that used in Experiment III and specifies
Experiment I (25-min FDP) because their frequencies and RMS acceler-
the random stimuli contained ations.
occasional peaks which were con-
siderably higher than the peak Procedure: In all three ex-
accelerations for the sinusoidal periments, each subject matched
and multifrequency stimuli. All his perception of the intensity
possible combinations of four of each of the stimulus vibrations 3
sinusoids were used to produce by adjusting the intensity of a
the stimuli in Experiment I, while sinusoidal matching frequency
selected combinations of five (25 Hz in Experiments I and II and
third-octave bands were used in 6.3 Hz in Experiment III) untilExperiment II (reasons for this he felt that its subjective in-
difference are discussed In tensity was the same as the sub-.
reference 7). Table II lists all jective intensity of the stimulus
of the stimuli used in Experiment vibration he had just experienced,
II, and specifies their center fre- Each match involved a 30-second
quencies and RMS accelerations, exposure to the stimulus vibration

and a subsequent exposure to the
In the third experiment, the matching vibration which lasted

two methods for evaluating non- approximately 15 to 30 seconds,
sinusoidal vibrations were compared depending on how quickly the sub-
at frequencies wh'ich spanned the ject achieved a match.
Z-axis body resonance range. The
vibration stimuli were composed of When each subject arrived at
five sinusoidal frequencies (2.6, the laboratory, the nature of the
4.1, 6.3, 10, and 16 Hz) presented experiment and the intensity-
either singly or in combinations matching procedure were explained.
of two, three, or four frequencies. The subject was then seated in
In this case, 6.3 Hz was used as the vibration chair and given a
the matching frequency. All fre- short practice sessiop to familiar-
quencies were presented at acceler-- ize him with the operation of the
ations corresponding to the ISO equipment and the matching
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TABLE 1 I
Vlbt aitton St Imuli (lEC Xp, I I -1-hr V iPh'

Numter of . t, I 111ul u C I Ii L C r Acee I erat iorn
Thb rd-Octave Co(Ih. F. requ uty (R S G( )Bands' ( H

(Si nusoidal ) 25-----------------

A 16 0.24H -] - 1 ---------- o , :io )

O.(. C 25 .38

AL, 16 * 40 0-.6!3

[PO 20 + 25 0.48
Two BD 20 + 31.5 0.56

C D 25 + 31.5 0.60

ABC [6 4 20 + 25 0.54
Three ACE 16 • 25 , 40 0.7t5

CDF. 25 3 31.5 + 40 0.85

ABCD 16 + 20 + 25 + 31 .5 0.72
Four A3DE 16 + 20 + 31 .5 + 40 0.86

BCDE 20 + 25 t 31.5 + 40 0.90

"The 20 Hz end .31 .5 Hz bands were not used as individual third-uctave
stimul I .

technique. He then matched each of of the three expei'riments. The
the vibration stimuli for a partic- difference in the magnJtude ranges
ular experiment. The series of of the matching responses between
stimuli was presented to each experiments are the result of the
subject in a different random order, different FDP levels and frequency
After a short rest beak of about ranges of the stimuli and the
5 minutes, the stimulus series was different frequencies of the
presented again and the subject matching responses used in the
matched each stimulus a second three experiments.
time.

Each of the three experimentsRESULTS AND DISCUSSION was designed to investigate the

relationship between perceived
The mean matching responses ob- vibration intensity and the number

tamned when the stimulus frequency of' criterion-level components in
was the same as the matching fre- the vibration stimulus. Under the
quency were 0.58 RMS Cz for independent component method for
Experiment t, 0.36 RMS Ga evaluating complex vibrations, the
for Experimen II, and 0.1acceleration of the matching re-
RS G z for Experiment III. These sponse should be independent of
values are nearly identical to the the number of components in the
respective stimulus accelerations stimulus. On the other hand, under
and demonstrate that the matching the weighting method, the
procedure had no inherent response acceleration of the matching re-
biases. sponse should Increase with the

number of components in the
Table IV presents the mean stimulus. Inspection of Table IV

acceleration of the matchng re- indicates that in all three
sponses for stimuli containing the experiments the acceleration of the
same number of components (i.e., matching response increased almost
one, two, three, or four) for each linearly as the number of sinusoids
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TABLE IIIVibration StLmuli (Exp). III, 1-hr IP -

Number of Stimulus Frequency Acceleration
Components 00ole (Hz) (ims ax

A 2.6 0,15

1 4.1 0.1I
One C 6.3 n . 1 2

D 10 0,241E 16 n . 2 4

AE 2.6 + 16 0.28
BC 4.1 + 6.3 0.17

Two BD 4.1 4 10 0.19
CD 6.3 + 10 0.19

ABC 2.6 1 4.1 -e 6.3 0.23
Three ACE 2.6 4 6.3 + 16 0.31

CUE 6.3 + 10 4 16 0.31

ABCD 2.6 + 4,1 6.3 - 10 0.27
Four ABDE 2.6 + 4.1 + 10 + 16 0.341

BCDE 4.1 + 6.3 + 10 + 16 0.33

TABLE IV
Mean Acceleration of Matching Responses (RMS Gz)

Number of Exp. I Exp. II Exp. III
Components

One 0.64 0.36 0.12
Two 0.88 0.47 0.16
Three 1.11 0.59 0.19
Four 1. 31 0.67 0.22

(Exps. I & III) or third-octave functicn of the number of' compo-
bands (Exp. II) in the stimulus nents in the stimulus were highly

V increased. In each experiment significant (p<<0.001 for each
. there was roughly a doubling of experiment). The similarity of

response acceleration as the number results in spite of differences in
of components in the stimulus the three experiments (e.g., types

' increased from one to four. In of vibration waveforms; accelera-
order to test the significance of tion levels; vibration seats; and
the changes in response as a func- frequency ranges, spacing and
tion of the number of components sampling of stimulus components)
in the stimulus, an analysis of suggests considerable generality
variance was performed for each for the fundamental relationship
experiment. The results of all shown in these experiments; namely,
three analyses showed that the that the perceived intensity of
increases in the mean accelerations complex vibration inputs increases
of the matching responses as a as a function of the number of
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criterion-level components in the The results Indicate that the

stimulus. independent component method for

evaluating non-sinusoidal vibra-

An Increase in subjective in- tions tends to underestimate the

tensity as more components are severity of complex vibration en-

added to the stimulus is not vironments and that the degree of

predicted by the independent compo- underestimation increases as the

nent method for evaluating complex number of components in the

vibrations but is predicted by vibration input increases. The

the weighting method. Moreover, fact that the matching acceleration

if the weighted accelerations of increased by roughly a factor of
the matching responses are com- two as the number of stimulus
pared with the weighted acceler- components increased from one to
ations of the input vibrations, four suggests that the difference
additional support for the weight- in subjective intensity is great
ing method is provided, since the enough to have practical signif-

correspondence is quite good for icance. For example, a doubling
all three experiments. For each of acceleration represents a change
experiment, Figure 1 shows the in severity in terms of the ISO
mean weighted response acceler- standard from the Fatigue-Decreased
ation as a function of the mean Proficiency Boundary to the Expo-
weighted stimulus acceleration for sure Limit. The findings of these
stimuli containing one, two, three, experiments also indicate that the
or four components. If the subjective intensity of non-
correspondence were perfect, the sinusoidal vibration environments
data points would lie along the is more accurately reflected by
diagonal line. It is evident from the weighting method and provide
the figure that the data fall quite evidence in favor of adopting the
close to the diagonal. weighting method as the preferred

e 1 TO 4 SINUSOIDS,

N 0.5 1 63HZ, 25-MIN FOPa

z * 1 0O 4 HIRO-OCTAVES,o 16 40 HZ' FOP
0.4-

~~* ~ 0. TO 4SINU 0
2.6-1 HZ, 1 H F

W
o 0.3

WS

zU
0 0.2-

W

I-W 0.1-

0 . 0.1 0.2 0.3 0.4 0.5

WEIGHTED STIMULUS ACCELERATION (Gzw)

Fipjure 1. Weighted response acceleration as a function
oF weighted stimulus acceleration for each experiment

74

74st kvwalable Co YJ.O



procedure when a vibration envi- described above. Eleven subjects
ronment contains energy in more participated in this experiment.
than one third-octave band.

Ap_,aratus: Whole-body vibra-
Comparisons of Translational tion was produced by the AMRL six

and Angular Vibrations degree-of-freedom motion device
(SIXMODE). The SIXMODE is capable

In addition to non-sinuosidal of motion in all six degrees-of-
vibrations, operational environ- freedom and has a payload capacity
ments contain vibration components of 1,000 lbs. The vibration seat
in all six spatial degrees-of- was rigidly constructed of aluminum
freedom-'-lineaz motions along the and bolted directly to the vibra-
three translational axes (X, Y and tion platform. The subject was
Z), and angular motions around each restrained by means of a lap belt
of these axes in roll, pitch and and shoulder harness, and was seat-
yaw. To be applicable to all vi- ed on a standard F-l05 seat insert
bration environments, vibration made up of a parachute container
standards must provide criteria and seat pad. Previous research
for all six of these directions of [2] has shown that this setup
motion. However, existing criteria provides a stiff but comfortable
for human exposure to whole-body coupling between the seat and
vibration (1, 3, 8) are limited to subject, that has a negligible
translational vibrations along the effect on vibration transmission
X, Y and Z axes. to the subject over the frequency

range from 2 to 10 Hz.
Very little information is avail-

able concerning human response to The vibration table was instru-
angular vibration. Even if a mented with accelerometers which
significant body of knowledge measured the acceleration of the
existed on angular vibration effects, table in all six degrees-of-
specific data on the comparability freedom. These acceleration
of translational and angular sigrals were recorded on six
vibrations would be needed. A channels of" a strip-chart recorder.
contributing factor is that vibra- In addition, the signals f,.r the
tion intensity is measured in vertical and roll directions were
different physical units for the fed to true RMS meters, providing
two typer of vibration - m/s 2  a digital readout for thý Z-axis
(or G) for translational vibraticn, input accelerations, in RMS G, and
and rad/s 2 for angular vibration, the roll-axit response accelerations,
Although these are bnth units of in RMS rad/s
acceleration there is no physical
way to equate them. The subject was also provided

.1th a hand-held potentiometer with
One way to obtain information which he controlled the intensity

on the equivalence of linear and of the roll-axis matching vibration,
angular vibrations is through a and a headset and microphone connect-
psychophysical matching technique ed to an intercom system, for
similar to the one used in the communications between the subject,
experiments described above. In experimenter, and SIXMODE operator.
this case the subjects matched
their perceptions of the intensity Vibration: Z-axls stimulus
of translational stimulus vibra- vibrations were presented at each
tions in the vertical direction of the following frequencies:
(Z axis) by adjusting the physical 2.5. 3.15, 4, 5, 6.3, 8 and 10 Hz.
intensity of angular response vi- Each of these seven frequencies
brations in the roll axis. The was presented at three different
purpose of the experiment was to acceleration levels: the 2.5-hr.
obtain comparative data on the FDP level [3], the 1-hr. FDP level,
subjective intensity of trans- and the 2 r -. FDP level (see
lational and angular vibrations, Table V). The roll-axis response
necessary for the inclusion of vibrations were presented at the
angular oscillatory motions into same frequencies and were adjusted
human vibration exposure criteria, in intensity by the subjects. Pre-

liminary evaluations of the motion
METHOD produced by the SIXMODE. within

the vibration regime to be used,
ub•jects: The subjects were showed that cross-axis motion was

again from the vibration panel generally quite small, except when
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the machine was operated in roll explained the nature of the experi-
at 10 Hz. At this frequency, ment and the intensity-matching
driving the machine in roll pro- procedure. He was then seated in
duced considerable cross-axis the vibration chair and given a
motion, ecpecially in the Y axis. short practice session to famil-
The amplitude of the Y-axis motion iarize him with the operation of
was related to the roll amplitude, the equipment and the matching
-.o that at high roll accelerations technique. The subject then
Y-axis acceleration became quite experienced a series of matching
large. It was anticipated that runs (pairs of stimulus and match-
this was likely to affect the ing vibrations) consisting of
subject's matching response at two matches at each of the seven
10 Hz, and the results showed that frequencies at one of the three
it did. This point will be acceleration levels (see Table V).
considered further in the results Testing was carried out during
and discussion section. three test sessions, with a

different acceleration level in
One additional point must be each session. Sessions were

noted in connection with the vi- scheduled at approximately one
bration environment produced when week intervals. The order of
the vibrator is operated in roll. acceleration levels across
As a consequence of the way that sessions and the order of fre-
the SIXMODE table is connected to quencies within a session were
the hydraulic actuators that randomized for each subject.
produce its motion, the axis of
rotation for angular rhotions in RESULTS AND DISCUSSIONS
roll (and in pitch as well) is
located approximately 22.9 cm Table VI gives the mean accel-
(9 in) below the table. Adding the eration of the matching responses
thickness of the table and the' (2 matches for each of 11 subjects)
height of the seat results in for each of the 21 vibration
the subject being seated approx- stimuli listed in Table V. The
imately 81.3 cm (32 in) above the same data are also presented in
axis of rotation. Therefore, the Figure 2, which shows response
resultant translational accel- acceleration as a function of
erative forces acting on the frequency, with stimulus intensity
subject are somewhat greater than (FDP level) as a parameter. As
they would be if he were seated mentioned previously, roll motion
at the axis of rotation. However, at 10 Hz was always accompanied
such an arrangement is not un- by appreciable Y-axis motion,
realistic, since it is represent- especially at higher roll accel-
ative of configurations found in eration levels (approximately
many operational situations. 0.25 RMS G at 4 RMS rad/s 2 roll).

This meansy that the subject
Procedure: Each subject was matched the 10 Hz Z-axis stimuli

required to match his perception with a response vibration that was
of the intensity of each of the a combination of angular motion in
Z-axis stimulus vibrations listed roll and translational motion
in Table V by adjusting the in- in the Y-axis. The effect of this
tensity of vibration in the roll artifact on the magnitude of the
axis until he felt that its roll matching response at 10 Hz
subjective intensity was the same is readily apparent in Figure 2.
as the stimulus vibration he had Therefore, the least squares lines,
Just experienced. For each match fitted to the means for each of
the frequency of the matching roll the three FDP levels, in Figure
vibration was the same as that of 2 are limited to the frequencies
the particular stimulus vibration from 2.5 through 8.0 Hz, and the
being matched. Each match in- 10 Hz data are excluded from all
volved a 30-second exposure to the subsequent analyses.
Z-axis stimulus vibration and a
subsequent exposure to the match- Although the 10 Hz data are not
ing roll vibration that lasted a valid representation of the roll
approximately 20 to 45 seconds, acceleration required to match the
depending on how quickly the 10 Hz Z-axis stimuli, they do
subject achieved a match. indicate that the Y-axis motion and

the roll motion interact in their
Wh,!n each subject arrived at effects on perceived vibration

the test facility, he was given a intensity. This suggests that
or .written instructions which simultaneous motions in more than
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TABLE V
Vibration Stimuli (Roll Exp.)

Frequency Acceleration (RMS Gz

(Hz) 2.5-hr FDP 1-hr FDP 25-mm FDP

2.5 .092 .153 .228
3.15 .082 .135 .204
4.0 .072 .120 .183
5.0 .072 .120 .183
6.3 .072 .120 .183
8.0 .072 .120 .183

10.0 .092 .153 .228

TABLE VI
Mean Response Acceleration

(RMS rad/s2 ) for Each Stimulus Condition

Frequency Stimulus Level
(Hz) 2.5-hr FDP 1-hr FDP 25-min FDP

2.5 0.63 1.09 1.48
3.15 0.68 1.33 1.93
4.0 0.91 1.55 2.79
5.0 1.05 2.11 3.86
6.3 1.64 2.92 4.94
8.0 2.06 3.74 5.74

10.0 2.23 3.05- 4.02

one axis should be evaluated on the for intensity level (F=65.70,
basis of their combined effects, p << .001). This means that the
rather than independently as acceleration of the roll-axis
recommended in paragraph 4.3 of matching response increased
the ISO standard [3]. significantly with frequency and

with the intensity level of the
Inspection of Figure 2 indicates Z-axis stimulus vibrations.

that the mean acceleration of the The results of this experiment
roll-axis matching response in- demonstrate that perception of the
creased both as a function of subjective intensity of oscillatory
frequency and as a function of the motions in roll, as indicated by
intensity level of the Z-axis the acceleration of roll-axis
stimulus vibrations. It is also matching responses, is significantly
apparent that the mean responses related to both the frequency and
for each intensity level are fit intensity of the Z-axis stimulus
very well by straight lines in a vibrations. Since the stimuli
log-log plot of roll acceleration were chosen from Z-axis equal
as a function of frequency. To intensity contours specified by
test the statistical significance current vibration exposure stand-
of these results, log transforms ards, the mean matching responses
were calculated for the data for obtained define equivalent contours
each subject for each of the of equal subjective intensity for
stimulus conditions (excluding roll vibrations, for the conditions
10 Hz), and an analysis of variance under which the experiment was
was performed based on the logs. conducted. Of course, the exact
The analysis of variance showed level and perhaps the slope of the
h tghly s1gnficant effects for curves may be affected by a number
frcqucncy (F=104.22, p<< .001) and of factors which were not
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Figure 2. Mean acceleration of' roil response asa
function of frequency, for each level of stimulus intensity.

Investigated; for example, the tions, measured in traisslational
configuration of the vibration accelcration units of 0, and roll
seat. whether or not the subject vibrations, measured in angular
Is restrained. or the di stance of' acceleration units of rad/s 2 . The
th e subject from the axi s of determination of such relation-
rotation. Howcver, the basic ships Is essential for the
relationship between the matching development of Improved and ex-
response and the Intensity and panded vibration exposure criteriaIfruquency of the ,;timulus vibra- applicable to complex vibration
tions3 should still held. ( Indeed, environments consisting of both
In a study In which the subjects angular and translational motions.
sat unrestru.ined on a flat seat
wi th ric, had:krcat andi were asked tExperi Sen tati on is currently
to set levels of vibration that underuay comparing angular vibra-
they felt were "uncomifortabl e" tion in the pitch axis with Z-
[4], the mul curve.- showed axis translational vibration. The
essentially th(- sane relatilon-ship experimental design is the same ar
to frequency as found here,.) T h e.3e In the roll experiment just

rsLst providi, informat Ion in thp de~crii 'd , but the matching vibra-
r-ln t Itn: ihil bet wten Z-axit; vibra- Lion is_ in pitch rather than roll.
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comparison to translational vibra- tion, Human Factors. 13: 41-50.
tions, and evaluations of the
effects of simultaneous vibra- 6. Shoenberger, R.W. 1973. A
tions in (or around) more than one Comparison of Judgements of
axis. Results from this program Vibration Intensity for Chest-to-
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ISOLATION AND DAMPING
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PASSIVE VIBRATION ISOLATORS FOR AIRBORNE
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and

Jerome Pearson, Project Engineer
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Fuselage nodalization has been used to reduce vibration levels in

helicopters with good results. (See Shipman, White, and Cronkhire,
"Fuselage NodaliZatLion," Presented at the 28th Annual National Forum

of the American Helicopt.er Society, Washington, D)C, May 1972). The

concept of nodalization ior jet-powered, winged aircraft was examined
at the Flight Dynamics laboratory using a simply supported beam loaded
with a lumped mass at each end and supported by two passivw isolators

located arbitrarily along the beam. The Fibonacci numerical search
routine was used to minimize the sum of the mean squared angular
vibration responses of the two ends, For symmetric loading (end

masses identical), the optimum attachment locations were the nodes of

the free-free beam. The vibration reduction was several orders of
magnitude compared to isolators at the ends.

LIST OF SYMBOLS H2  right end mass

English H beam bending moment

P(x) beam forcing function spatial
A beam cross sectional areaoretin orientat ion

AI•A2,* A12 arbitrary constants in beam PI optimization performance index
solution

c left end damper coefficient t time

V beam shearing force
c right end damper coefficient

x position along beamE heals Young' S modu~i uS

FOa beatm forcing function frequency distance from left end tc left
isolator

response
x2 distance from right end to right

f(t) time part of beam forcing func- isolator

t ion
y beam transverse vibration

beast cross section moment ol
inertia :z left end vibration disturbance

l 2 right end vibration disturbance

gleft end mass moment of inertia
Greek:

"J2 rig h t en d m a ss mom en t o f in er t ia b a a p n o f i i n
letedsrn osatB beam damping coefficientki left end spring const~ant

k2 right end spring constant beam mass density

I. wave number, 
2
" A/F. k 4l forcing frequency

beam length un system natural frequency

M left end mass system mode shapes
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INTR•iDUCTION The basic model to be used it this .rlyrvs:,

is a beam with a mass at eaLlh end and two son-
Airborne electro-optical packages must lators attaching the beam to a vibrating mount

operate in the noisy aircraft vibration environ- at arbitrary points along the bears length.

ment and maintain strict accuracy requirements. Thus, the linear and angular vibratory response
This presents a tormidable problem due primari- can be evaluated as a function of added liaes,
ly to two deficienclest i) very little inior- attachment points# and isolator parameters.
smatiuor i ivailable concerning the angular vi-

bratLirn of airiramers, a major source of optical
di sturhanrrer and 2) active and passive vibra- MODEL DEVELOIMENT
tloir isoiltioni tecrhniLues are relatively under-
deve loped compared LO other areas of electro- Mode Shape& and Natural Frequen'tre.s

optics technology. This paper is primarily
concerned with the second constraint, although A simplified airborne electro-opilcal
tiri InLterested reader is referred to references package may be thought of as a source (laser)

1-4 for intormation concerning the angular vi- which bounces a beam oil of a pointing mirror.
tbraLlon environment. Active vibration control Figure 1 illustrates this model where the

techniques were recently surveyed and a design and dampers cl
procedure was reported in Reference [5]. That springs k, and k2 ord p c d "2 at as

work represunts a significant advance in vibra-
tiun isolation techniques for airborne optical
packages.

The basic approach presented in Reference
-[ is to design active vibration isolation

systems for insrallation of existing laser sys- C T L

tems into existing airframes at known locations. E SY.ECTMO-OPTIQAL MIRROR

This approach will work, no doubt, but does not

provide for the inherent structural properties

of the airframe and the loading provided by the
optical package. A better approach would be to
conTsider a laser system whose design is not as 2
yet finalized, and a candidate aircraft on

which the exact laser location remains to be 2
determined. The basis of this approach is toI -
consider tLiu best position on the airframe for - Z(x ) (]-x
laser attachment and also the best manner of *-x 4 2 -1

attachment,

Fuselage nodalization is a concept that g, - Beam Model of an Airborne

has beern used on helicopters for several years Electro-Opticsl Package
1.6]. This approach is to attach the rotor and The equation of motion for the model of
engine system to the helicopter airframe at
node points associated with the airframe first Figure I is:

natural frequency. Since the forcing spectrum

of helicopters is largely sinusoldal at the El 2 +2- + oA
blade passage frequencies, this nodalization ax at at

results in a significant reduction in the vi- I ) (I)

bratory energy transmitted to the airframe by y(s1 1 t)jd(x-x1

the rotor and engine. This particular approach
will probably not work nearly as well for jet- k 2 [z 2 - y(L - x 2 ,t)]6(x - L + x
powered, winged aircraft because their vibra-
tory response patterns are largely stochastic,

However, by nodalizing the first structural E = Young's Modulus

mode of the optical system, one should signif- i a Cross Section Moment of Inertia
icantly reduce the vibration level at that
frequency as that mo,lc is suppressed. Since e = Mass Density

lower frequencies generally have a higher vi- A = Cross-sectional Area
bration amplitude, nodaltzation should provide = Damping Coefficient

a reduction in the Root Mean Squared (RMS)
disturbance transmitted to the electro-optical 6 = Dirst delta function
package. This paper is a preliminary analysis

of nodalization to evaluate the degree of addi- The moving supports are approximated us-
tional vibration isolation which is possible. ing the base excitation theory for one degree-

It is not anticipated that nodalizatLion alone of-freedom systems [7]. The added masses and

will provide adequate isolation, but rather attaching springs are considered in the bound-
will take its place along with active and pas- ary conditions [83. Since beams are typically

sive vibration isolation techniques as a took lightly damped, the damping is Ignored in the
Ior the designer. solution for natural frequencies and mode
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shapes. a'y, a'y,

Figures 2 and 3 show detailed free-body t
diagrams from which boundary condition equa- a' a'
tiods are derived. M -El -4 k - J " (6)

ax I aMaT )
MV V

at x x
:• • - . l - v2 (7)

ax ax

l - kC + k 2  a'y, . (9)
ax, ax,

Fig. 2 - Free-Body Diagram of Left
Half of the Beam

S at

The beam is analyzed in three segments: ax ax

For 0 < x < xit (left of both supports) From Figure 3,

k x -k x at x = L-x 2
yl(xt) -= [AIe H + A2e +

A3 sin kX + A4 cos knx]ejt (2)

where (12

Ly iy (13)For < x < U - x (between the supports) ax' - ax(

k"x -kx2(X,C) =•[Ae +Aen

C3 ax - ax' = (14)

A 7sin knx + A kcis kax]tJxt
8at x= L

For L - x2  < a C L (right of both supports) -V = El = 2 aat

k x - k xf a ' s(1.
Y3 (x,t) [A9e r. As H = -EL --- * (12)

10, ax -I2 axat'
(4)

A1 in k n x + A12 cos knx ]et Equations 5, 6, 15 and 16 come from torce
and moment balances at the ends. Equations 7
and 11 arise from continuity of displacement alj 28  the spring attachmenL points, and Equations 8

and 12 come from continuity of slope. IAke-V V wise, Equations 9 and 13 come from continuity
ofmoment at the spring attachment points, andEquatiOns 10 and 14 come from continuity of

force.

I x2 Equations 1-12 are to be solved simultan-
* * eously for frequency, not a trivial task since

k2 = k3  + k 4  these equations are highly traccncdontal.
The frequencies which mnke the determinant ofFig. 3 - Free-Body Diagram of Right the matrix of coefficients zero are the natur-Half of Beam ail requencies, and the corresponding set of

Bo',ndary conditions are as followss A, i = 1, ... 12. give -de shapes. A FOR-TRAN IV code was developed which searches for

From Figure 2, these frequencies and Table I shows the re-
sults of a few sample calculations.

at xThe first three columns of Table I are
solutions for the Lirst natural frequency us-
ing the direct analysis descrihed here, the
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"TABLE I

Sose Example Solutions Compared to Exact and Finite Element Answers

Natural Frequencies, liz

I)irect Finite k k x t 8 -;2 M -1 2 il 21 1 2 l
Analys is Exact Element N/m M I ,g KM2'

4b2.42 462.42 457.4 6.8 x 10 o 0 0 0 '

10IO32.2 Il48.4', 1256.2 0 0 0 4.5 x l-i 3.7 x 10-3

44f.1 403.3 6.8 x It0 .18 .457 .045. 10

l 1. N i, tte base exoitation isoi po

E u d 8 o n 0ti 0 N/m 2 27 4I

t.1 f < t h- r d ro r 2 ) 2( 19 )
0 2 . b 3 x 1 0 3 k g /m '- "

A d 8.n 2 x to", ms Therefore, the frequency domain forcing n-
tion to be used in Equation 18 is:.•

e.xac~t solution available in some cases, and a ;

fititte element solution. For k1 = k = 6 8 X f(w) (Z-Y) K,

e13 N/m, the boundary condition t p i approxi-

"mately simply supported. For kn m k2 = 0, the or substituting fros Equation 19.

jboundary condition is free-free. Rows r and 2 2
of Table I show Lxcellent agreement for these F())z(. )ZKI (20)

two caser. 'fhe third row is for a differentdal2_-
loading cond ulton, showing good agreement sith
the finite element solution.

Figure 4 Is a typiatal set of sanular power

Forced response spectral density (PSD) plots [or various p]ra-
meter values, with ZI chosen to approximat~e..........

Tile angular disturbances transmitted to typical airc~raft acceleration data.

thu laser and mirror are thought to be the ma-
jor corrupting influence on system performance.
In order to evaluate the advantages of nodall-

zatIon, the d nguln r vibration forced response
surt be calculateda Given the ser of nanfrmal
[requencies wo, and the mode shapes eon, the

forced response 
is [9]:

xd(x)dx F.l 
,0 (17)

___ sIn na(t--r)d im

c 

in

In the design of vibration control systems,

the frequency response of Equation 17 is often
more useful. sraking the Fourier Transform of
1op tide result is. Pxc

= f --•- C(X)dx FM•)

Y (x ,, •, 2 2 ( 18 )
n-l dX Wn2 - W + 2 0

The frequency response can be approximated in
the frequency bands of interest by consideringonly the natural frequencies which lie In that .

hand.h

Tile Proper form for the forcing spectrum,
F(,)may be estimated from the amplitude ratio

Lomputed from] base excitation theory [7]. For FREQUENCI

a spring-mass system excited by vibration of
Lhe case. tile ratio a[ the mass response Lo Fig. 4 Frequency Response for Various k_, k 2
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*TTACNHENT OPTIMIZATION TABLE . j
Numerical Search Procedure Results of Numerical Search Procedure

The angular vibration response given by
Equation 18 may be used to examine the best k1  k2  x1, x K2 , m PI, rad

2

positions for the two isolators. The quantity N/m (Optimum) (Fixed) (Approximate
to be extremised is the sum of the mean square a

P responses at the ends. 1010 ,1571 O. 2.61 3
2 2

P1 (o,t) > + 2( ) (L,t) > (21) 101o .227 .1571 2.11 x 10I

Because of the complexity of the equations 0 .20 .227 2.23 x i&"1

given in the previous section, the reader will
note that numerical search procedures will 0o .209 .209 1.58 x io-
likely be time consuming. In addition, the
derivatives of Equation 21 are not readily 10 .204 .2o9 6.52 x o"0
available, and may not even exist. A few trial
attempts using a numerical gradient search 10 .204 .204 5.6 x lo"3
technique showed no systematic movement towards 4
any fixed number. Exponential overflows and 10 .2 .2 4.q x lo
very erratic values for Pl suggest that the
derivatives of Equation 21 are not well be-
haved. Gradient search techniques thus are not reduction in PI is possible, those three rows

V appropriate, were generated by reducing the'searching grid,

and therefore represent refinements in the nu-
The Fibonacci search procedure yielded tho merital optimization procedure. The last row

limited results summarized in Table 1I [10]. of Table II represents the 'tst successful re-
Tha procedure employed in generating the num- flnement using the Fibonacci search; some other
bers given in Table II was to fix x2 and search numerical search routine might y~eld even fur-
for the optimum xl; then adjust x2 to the opti- thor refinements, but would likely exceed ma-
mum xi, and search for the new optimum xi. chine tolerances.
Since the model of i'lgure 1 is symmetric, the
optimum xI should also be optimum for x 2 . The
result of Table 11 is that it appears that var- CONCLUSIONS
iations in xi and x 2 have a distinct effect on
the mean square angular response of the beam Applying nodalizatlon to airboroc- electro-

ends. optical packages can provide additional vibra-
tion reduction of several orders of magnitude
for rigid installations. When passive isola-

DISCUSSION tors are used nodalizacion can still supply
additional reductio,, although not nearly as

Notice from Table II that the values for much as with rigid installations. The optimum
k, and k2 also affect the optimum locations xi isolator attachment locations do not depend
and x2- The last three rows of Table 11 show significantly upon the isolator spring con-

mean square values almost two orders of nag- stants. This means that optimum attachment
nitude lower than for higher values of k1 and locations can be chosen lndependCtlt Ol choice
k2, This is also consistent with the general of isolator.
theory of passive isolation where decreasing
the spring constants decreases the isolator To provide a rigorous analysis of vibra-
natural frequency, and thus decreases the tion isolation and control, the use of active
higher frequency vibration response. Luckily, control techniques should he considered to-
Table IT indicates that the optimum choice for gether with passive isolation and nodalIzation.
x and xa doesn't change substantially with
chiange; In ki and k 2 , If that were not true,
the numerical optimization problem would be REFERENCES
four-dimensional instead of two-dimensional. ,i, .J Lee and P'.W. Whalcy, "Prediction of the

From Table II, x1 = x2 ý .209 is the val- Angular Vibration of Aircraft Structures,"
ue converged upon by the numerical search pro- Journal of Sound and Vibration, Vol. 49.
cedure. That general range for x, and x 2 was No. 4, pp. 541-5.9, Dec. 1476.
verified by computing angular RMS values of
the ends by an independent method, When k, 2. P.W. Whaley and N.W. Ohal, "Measurement of
and k2 were changed, then the value for P1 Angular Vibration Using Conventional Ac-
also changedp but given a value for k, and k2 celerometers," Shock and Vibration biulle-
the program converged on an optimum for x1 and tin, Vol. 47,.Part 3, pp. 97-106, Sep.
x2 as susmmarLied by Table II. Although the 1977.

last three rows of Table Ii imply that further
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DESIGN OF TURBINE BLADES FOR EFFECTIVE SLIP DAMPING

AT HICH ROTATIONAL SPEEDS (U)

David I.0. Jones
Air Force Materials Laboratory

Wright-Patterson AFB, OH 45433

and

Agnieszka Muazyaska
Institute of Fundamental Technological Research

Polish Academy of Sciences, Warsaw, Poland

(U) The key to designing turbine or compressor blades for high
levels of slip damping, at high rotational speeds, lies in ensuring
that the root geometry is such that the frictional forces acting
on the blade remain as close to optimum as possible over as wide a
speed range as possible. Many blade geometries have, in fact, been
proposed and are being used but success in achieving high levels of
slip damping has not been widespread. In order to look more closely
at this problem, this paper will examine the dynamic behavior of a
blade having a root geometry compatible with low frictional forces
at high rotational speeds, somewhat like a "Christmas Tree" root,
but with a gap introduced which will close up only at high speed.
Approximate non-linear equations of motion are derived and solved
using a method of harmonic balance. Numerical examples are discussed.

INTRODUCTION In this paper we shall examine a con-
figuration in which each blade will slip rela-

Compressor and turbine blade failures tive to the disk rather than relative to
caused by excessive vibration can and often do neighboring blades. With proper attention

arise in jet engines whenever high flow-induced paid to the static and dynamic forces involved,
excitation forces, high static stresses and such a configuration can lead to high slip
low modal damping levels occur at the same time. damping even a't high rotational speeds. The

While blade/disk interactions will complicate response behavior of such a system is highly
the response behavior of each individual blade, nonlinear, so we shall assume that the imped-

and cause circumferentially changing peak ante of the disk is infinite, as a first
stress levels around the disk, it is slip at approximation, in order to make the analysis
the blade/niak interface which provides a more tractable. Figure 1 shows such a blade
major mechanical source of damping, in addition concept, as compared with a simple dovetail
to the aerodynamic and material sources, root and a Christmas tree root. The gap be-
Attempts to increase slip damping, by means of tween the outer step of the blade root and the
mid-span or tip shrouds, or by means of mechan- disk is very important since it must close only

ical connections between adjacent blades, have at the selected rotational speed above which
not usually been very successful, perhaps some damping is required.
because of the tendency for corresponding
points on neighboring blades to vibrate with
only relatively small amplitude and phase ANALYSIS OF DYNAMIC RESPONSE
differences except where extreme efforts are
made to mistune adjacent blades relative to In order to model the dynamic response

each other ie. the effect is usually to behavior of the blade in a single mode,
stiffen rather than dissipate energy. usually the first, different physical models
Certainly, the analytical difficulties of are required depending on whether slip is or is
predicting the response of complete blade/disk not occurring at the root or at the sub-

systems with slip at each blade/disk interface, platform. The blade is thekefore represented
or between each blade, are formidsble(l,2]and for purposes of analysis as shown in Figure 2,
will not be addressed in this paper. The various physical models which represent the

87

i I I II i i - i " --;•°4.



blade under different conditions are shown in
Figure 3. The parameter 0 defines whether slip
occurs at the lower dovetail or whether it is
locked at his point, whence X2 - 0; and 0I de- 5, S
fines whether the mass m3 , representing the I
sub-platform, is slipping against the disk or
is locked in place by the frictional forces, ,
for which case X3- 0. The masses ml, m2 , and J. ('n.,-
a3 and the stiffnesees k1 and k2 must be select- ,,, • ,,

ed in accordance with the blade geometry. The
disk impedance is assumed to much greater than
that of the blade, for simplicity.

Figure 3. Blade Modelization

For the model, in Figure 3, the equation of
PLO,["n motion can be represented for all cases by

the equations:
DISK

1.1 COV(TDIL to) Gfl $ I t] I CWOf1 M OOW 1CI. @ge (n- f

"I X1 + kJx1  + f x " (X2 + B x2) 2 "

Figure 1. Some Blade Ceometries JA_ c, .n) + 1) [L. (x1 + •x 1 ) - (X3 4 w 03fl

BLADE 4-S S Cos

"2 + 2N e.2+ ki 2( X X a 1) (1 + sgn 0)I

,( - ae (0l- n)) + 4k X2 -1) (2)

suB-PLATFOR

where k - ki k2 /(k1 + k2) (4)

DISK

is the equivalent stiffness, ml, m2 , and m3 are
Figure 2. Blade Model msses, kI and k2 are sub-stiffnesses, n is

the blade loss factor, S and ware the amplitude
By experimental or analytical (e.g. fitite and frequency respectively of the exciting force

element) methods, one can determine the ratio u is the dry friction co-efficient, N and NI
of the response at any point j to the force are the normal loads between the blade root and
applied at any point i, i.e. the compliance the disk, R and R, are co-efficients depending
Gij(w), and this data is then used either on the root geometry [3,4] and B, Blare co-
directly in a modal analysis or indirectly efficients of the slip thresholds. If we let
to determine ml, m2 , m3 and kl, k2 for the o be the rotational speed at which the gap
discrete element model. Both methods should A40, then different solutions occur, depending
give comparable results if the respective on whether Q<Po or
assumptions and simplifications are consistent,
but the discrete element model is the easiest
to analyze.
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CASE 1, 0 <0%•.0,>o shown that,

The analysis in the same, essentially, as R R. Cos n/L
that for a blade with a simple dovetail root

3-5]. The equations (1) to (3) reduce to: and that S should be replaced by S Cos '

"1 1 X " X2 ) * k(X I X• - C.. Nt (s)

CASE 2, Q4fgo,8 .o"ý2 + O R an k2X•. ( • ,i + 2x kX2 -0 ( ,)
In some range of the parameters, i.e.

We look for an approximate steady state when 80C, the solution (7) does not exist.
harmonic solution of the non-linear equations This corresponds to the domain of existtýnce
(5) and (6) in the form: of the linear solution for the one-mass

system. In .this case, the equations (1)
X(t) - s Cos N C + V-) and X 2 (t) - A Coo (. t + Y) (7) to (3) become:

This is accomplished by expanding the function
a ,+ k (XI + k Sj 6 C. ,,gsgn [-AwSin(wT*')j in a Fourier series and 1 ' (IS)

retaining the first term only [4]. The X- (19)
following results are obtained for the
amplitude A and the phase'/.

-a S2 + .
2 
(01 -_0 V) The solution of (18) isA . -,,

01 (t( D 5)w (0

D - ([A
2 

(1 - v 2 /a1 )
2 

+ (An + a/k)2]( 2 ( - 0' Cos~et - C') (20)

Y- arct. Av.2 n - a(I - v + M
2

) with D* S/k ,( 2 + .A) 
2  

(21)

Aawv2I -v(2 + n2) (a, +a,)) - jov (10)
An2ad ' - arcrt, n/(C - v) (22)

Aa2 u2 -Ak( - q
2

) - to (1n)
CASE 3, W %o, 81>0

where:

01 . 4 2 Slip now occurs at the mass m3 and ceases
+ + ) (2 to occur at the mass m2, which becomes

"locked" at high rotation speeds. The slip
02 - nkv2/(l + n) (13) at the mass m3 can contribute significant

amounts of damping if the term 1NIRI in
0 v - 1)2 + n

2
]/(1 + 42) (14) equation (3) can be made to remain relarively

small through proper control of the blade
S2/ 2 root geometry.

The equation now takes the form:
The solution (7) with amplitude A, expression +(
(8), exists when S/)a> 43 . From this we

can define the coefficient of the slip
threshold as: 3;"3 + k '"3"

S-S/0, - (15) + k •••5 + WH"z ""n ;• 0 (.4)

When n - 0, the non-linear equations (8) and
(9) reduce further to the very simple form The solution of these equations is written in[I]:the form:

XI DI Con (Wt + Y "I) and

Iv" "cY-Cl) x -(0 2 2 (25)0 () - * M -) Al/Coo ((t
k (.W I) 2 1 201 -2 /1 1Then again by the method of harmonic balance,

it can be shown that:

+ k Al a(€5 - 0,05) (26)

W/wl "+akl( 2k/I Vl.,) ,, 
_Al~ 

+N2") 02t) lilI/l

In these equations R depends on the blade and " .2i'
root geometry. For example, in earlier in- - A .. 1t• 1. -0

vestigations [3] for a twisted blade of length +- *)
L, twist angle a' between root and tip, dove- Al A":: *'.
tail angle ' and dovetail radius R0 , it was A-r t 3,2 - A22 z1C • - .A (112
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JAII& U, (0 rr -0 - 2)1 0 2.

*| ( - 2 * 0)ll 4 (l ~)l (04)

The solution (25) exists wheni 5/41 > /0F3.
From this we define the appropriate coefficient
Is of the slip threshold ly i II I

CASE 4, )2>l B(uI I b)

JLINEAR IIy,

CAS 4 S/11 >•- (" ),o,,d Bee ' u' II Il Jl -LINEAR I

In some range oLf parameters I.e. 6,40, the a .IA½' ,
solution (25) doe:i not exist. It corresponds ' I , "
to the linear case, for which the relevant I I I I I
solution is: I I I I

it 51(t) -3 toelot S- (36)7 2

wih D- 1/k /i )
2  

+42 (37)_

end - arct -r) (3) n/0 I I
Figure 4 illustrates a graphical method foro
constructing the solution from these equations,
for thu case n 0 f. In this figure, note that: o Ir.l• 'A.•,> q/j ,i/,A

IA

1- " - "ik~z 1 I ( Figure 4. Graphical Construction of Response
Soluition

ANALYSIS OF QUASI-STATIC BEHAVIOR

Referring to FIgure 5, the radial movement
Figure 4 illustrates clearly the regions of y of the sub-platform under the action of the
existence of the non-linear solutions centrifugal load WRDfp

2 
due to the outboard

( A 0 0) for various values of S/al. When part of the blade will be less than the gap
n= 0 and m3  0, the solution further simpli- A up to the speed Q. :here:
fies to:

o =v X7VN(42)
I - ( l 'Y I . . 1

I 2 , ~ - where RD is the average radius of the blade
' I " 2 - relative to the rotation axis of the disk.

When Q> >o, the springs kp will come into play
and provide the normal load NI on the mass a 3 .
It is easily seen on the basis of static

"' '" I-• *".... .: "equilibri um that :
.. . W "n(-2 -- -) (43)

1 1 + kD/ 2 kp

where it is recognized that vi = w
2
/uj 1 and which means that kD0 k if a significant reduc-I'll v €•imI. For most practical cases Rl -I tion of the centrtifugal loads on the blade is

in thee equations and for a twisted blade, as to occur, as is necessary. As an illustration,

before, we replace S by S Cos a'. We now have consider the blade for which the static exten-
a formal solution for the cases flo nnd sional stiffness k0 of the root below m3 is
•}>,lo, and a numerical example will be dis-
cussed after a review of the static blade provided by a uniform segment of cross sectional
behavior. Finally, note that the problem area AD and length ^D. Then:

addressed here is quite similar to that dis-
cussed by Williams and Earles 161. E= F AD/"D (44)
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Similarly. if each spring kp it, considered to Ewins 191 sevently described a test system
be reprei.ented, as an approximation, by a canti- in which air Jets were used as a means of ex-
lever beam of length %p, thickness hlp and citing tie blades. hle test results ihd cate
hreadth tip, then: good qualitative agreement betweei linear

analysis and experiment for several tuned anti
k 3 E h / 120 (45) untuned blades in a flexible disk, hut no

P 1) estimate of the exciting forces is given
For ic< S1, the normal )oad N on the mass m2 Is directly. Other Investigators 16, 10, 111 are
given by: equally uninfurmative as far as this aspect of

the problem is concerned, References [12-14]
N •W 1 (•2 (46) do seem to address the question to some extent.

The cyclic forces acting on a rotating
blade-disk system arise as the blades cut

W R at, through a quasi-stationary airflow pattern
W Rgenerated by the fixed blades (vanes) ahead of

them. lit stationary pressure field along a
circular path through dhe center of each sta-
tionary vane possesses a minimum between each
vane arid a maximum at each vane station, as

DISK illustrated in Figure 6. If the number of
fixed vanes is n, then the rate of repetition/• of the pressure pulses crossing each rotating

- U ta blade is n Q/60 Iz, if Q is the rotation speed

A yin rpm, A Fourier expansion of this repeating
-K4B, pulse then gives:

SUB-Sit) " S(Vi) A dcinar/1;l) (47)

kD PLATFORM

where am & 1 if the pulses are sharp. The
amplitude S (V, P) depends on the ,.ean
velocity V of the airflow through thp stagep,
which in turn depends on the power setting of
the engine, as well as the rotation speed Q.

.Figure 5. Quasi-Static Model It is not easy to determine S (V, Q) analyti-
cally and little experimental data from
industrial sources seems to have been published.

NUMERICAL ILLUSTRATIONS So we shall consider only a few "typical"
cases, in the present paper, inorder tu ii I hi.-

The equations derived in this paper per- irate the effect of this Important parameter
mit one to predict the effects of rotational on the blade response. Each term of equation
speed on the dynamic response of any blade (47) gives rise to a possible excitation of a
provided that one knows the modal masses and blade mode, and A typical Campbell diagram is
stiffnesses, and the exciting forces. Un- constructed by plotting the frequencies mnil/60
fortunately, in practice, this information is against S7 for various values of m, along with
rarely available at the time it is needed, the blade resonant frequencies fi as a function
This Is especially true of the exciting forces. of 0, as illustrated in Figure 7. As is seen,
As an example, the work of hansen, Meyer and the fur imental mode is excited by the blade
Manson [7] represents a very interesting early passage excitation when 0 is such that
investigation of blade damping as a function f -" I nW/60 (n th engine order, point A), by
of rotation speed. rhe blade geometry data the second harmonic (2n th engine order) when
[81 indicates that they used a rectagular fl - 2 ni/60 (point B) and so on. The Campbell
section blade of length 50.8mm (2 inches) diagram is therefore a useful means of esti-
breadth 15.3mm (0.602 inches), width 1.83mm mating where the vibration problems are likely
(0.072 inches) at the tip and 3,05mm (0.120 to occur, but again it gives no clue as to
inches) at the root. The root was cylindrical, excitation force magnitudes.
of diameter 7.87mm (0.310 inches). In the
tests, the blade was attached, alone, in a We shall now examine a specific blade
33mm (13 inch) diameter disk and excited by geometry, considered in previous investigations
impacting it with a falling steel ball. While, [3, 4] and representing a typical low pressure
therefore, the results are very interesting compressor blade. The mcni dimensions of this
and useful, it is difficult to obtain accurate blade are:
excitation force data from this source, L - 20 cm

W - 0.20 kg (0.44 lb)
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S- 2.1 x 107 N/= (1.2 x IO1 Lb/in)

, -- '-..--.It~ . 0.057M (0.00225 Inu)

.,--" , .V 1 - 8.342 X 1O-6 (n2_112) New'tona*

I - 0 "8.342 x 10" 02 Nowton (1.875 x 10-4n2 Lbl)

with - 12D0OO rpm

- From equations (18), (19), (40), (41) we
.can then calculate the response of the blade

% './sz ' for the cases fl<li and .,fQo, Results are

I -s.. W AL su shown in Figures 8 to 11. From these we can
.ftes KAM I , AW, Isi SMITTI•S t~hen determine thje apparent model damping n'{

defined by the "half power bandwidth" methol,
and plot against a/S (for 0 e-Wo) or al/S

Figure 6. Flow Induced Loads (for 0ko). The results for this particular
blade are shown in Figure 12. It is seen that,
for Q< Qo, nl increases rapidly as a/S falls
and reaches a very high maximum value before
finally falling to zero as m/S+O i.e. Q-*O.

101 902nil"S On the other hand, for f•ilo, the damping
GA- 5n"• rapidly increases as al/S rises above the

S•nfl hreshold level (below which a new peak occurs
f3 at lower frequency and with low damping),

4, reaches a peak of about 0.20 and then drops
more slowly as ol/S increases further.

10'

mo

4, ,,s, L I .NEAR {X,/Sj

2 e --. 11

NONLINEAR

f, A _

x---NONLINEAR
R•OTATION SPEED 0 o Is

0 50 00 150 20 1 2.50

FREQUENCY - Hz

Figure 7. Campbell Diagram

The other relevant magnitudes are given in the Fiue8 Baerspneor <obO
nomenclature, as specific numbers associated and oi/S 1 0
with the relevant symbols. From these numbers
we see from equations (44), (45), (42), (43),
and (46) in succession that:

kD 2. ,10 x 109 N/m (1.2 x 107 Wbin)
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a r ouOc i l

:• ~~~~_L vai u10 
v ro sa/

= 
F'r~o m the values of N and N1  given earlier,

we can then calculate a/S and al/ for any

S• [ LINEAR c~~~ALI aey(i 22N AR ' b)ad".2

_____ _____assumed values of S. We shall consider two
M •OOE I 

( i - l.69x i0-6 
f1312

N(-. 3 ,6 x 10-6 •I 2LBr)

__ "/5.10 
NwAR 

in rpm. The firsOt represets a con-
! ! ..o.,,,, 1 \.,,.--.,••stanst force, as in Hanon, Meyer, and Maneons.

W A

S!I x~ sle x e r i m e n t s (7 1 an d th e s ec o n d r e p re s e n ts ai[O " . ' , __ __ __ _ more likely situation in which S increases as-.
• 

1 increases e.g. S - 12.2/iN C5Lbf) at 12000
,," -" ... 2 • •___rpm, 32.1 4iN (7.0 Lbf) at : 15000 rpm and

R 0 
NONLINEAR 

5.96N (1.3/ Lbf)at 5000 rpm. Tables 1 and 2Lshow 
typical calculated values of I/S, al/S

i~ý -O -- IQ O 2 0 3 00r~ l n s f r a S a n I S a e

SIL and from Figure 12. The appropriate

FREQUENCY- Hi!~. '005*.5 ~
i :9.09 

* o-

Figure 10. Blade response for S>%o, 81> 0,
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000) 0. 0.169 * I0l- ii2 

6
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A

Figure 13 shows the variation of n, with 0 for CONCLUSIONS

these cases. It to seen that high damping
occurs at high speed, ac expected. Obviously, It has been sho*n that a specific con-

the particular numerical values can be changed figuration of compressor or turbine blade root

to represent other conditions, but the approach geometry, in which part of the root contacts
and general behavior remain the earme, the disk only at high rotational speeds, canprovide high levels of slip damping, provided

One other possibility can be examined, that the relevant otiffnesses are properly

namely a blade of the type having a hinged selected. The analysis given in this paper

root with mating surfaces now parallil to the can provide the basis for preliminary design

plane of rotation of the root, and discussed investigations, but laboratory and spin pit

alao by Hanson, Meyer and Manson (7]. ror this testing will be necessary to establish the
type of blade, N1 remaina just about constant accuracy of the approach and to develop the

at all speeds, while the force S changes, specific configurations most appropriate for

usually increasing &s n increases. This practical application. The changes in blade

would account for the high damping achieved by geometry needed to optimize this type of
Sthis type of bldad, since ms would be nearly damping do not represent very large departures

constan~t and a/S would change in such a way from current practice, nor need they represent

that n1 would increase as n Increases, any weight incteaaes over current blades.

Apart from experimental and spin pit
testing, a logical follow on effort would in-
vestigate the effects of finite disk compliance,
"and hence of multiple blade systems, on the

-*-a.- C t A, dynamic behavior. However, one would expect
-a-a-f• r4• high levels of slip damping to still be

attainable. It in hoped that this paper will
stimulate or encourage such investigations,

I since the need for high damping In rotating

It blades is becoming ever more urgent.
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Proc. S.E.S.A., Vol. X, No. 2, 1950.

k Effective stiffness (21,800 N/m).
8, H.P. Hanson, "Vibration Damper For Axial-
Flow Compressor Blading", Proc, S,F.S.A,, Vol. kb Blade riot atetic stiffness
XMV, No.1, 1955. k Platform static stiffness (See Fig. 5).
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Of The Forced Vibration Of Bladed Discs Due To L Length of blade (20 cm).
Aerodynamic Excitation", in Structural Dynamic
Aspets of rladed Disk Assemblies, ASHE RD Length of blade section between root
publication of papers presented at ASHE Winter mating surfaces and subplatformi
Annual Meeting, New York, Dec. 1976. (25.4 mm/l in).

10. R.B. Kolb, "Measured Vibratory Motions Of 
t
p Length of subplatform (12.7 mm/0.5 ins).

Turbine Blades", ASME Paper 67-VIBR-66, present-
ad at ASKS Vibrations Conference, Boston, mi Effective mass (0.036 kg).
March 1967.

M2  Effective mass (0.0033 kg).
11. S.B. Chubb, "Evaluation Of Wire Lacing For
The Control Of Gas Turbine Blade Vibration", M3  Effective mass (0 kg).
ASHE Paper 67-VIBR-47, presented at ASME
Vibration Conference, Boston, March 1967. M integer (m - 1, 2, -

12. B.A. Squires, "Forces On Blades In A Rotor n Number of fixed vanes.
Stage When The Air Flow Is Distorted", Rolls
Royce Internal Report, MCR 90157, 1969. N Net normal load at dovetail mating

surfaces.
13. T.J. Barber and H.D. Weingold, "Vibratory
Forcing Functions Pruduced By Nonuniform N1  Net normal load at platform.
Cascades", J. Engineering for Power, Trans.
ASME, 100 (1), pp 62-88, 1978. R, R1  Nondimensional coefficients

14, J.F. Traexler, "Turbomachinery Vibration", Ro Radius of dovetail sliding surfaces
Shock and Vibration Digest, Vol. 9, No. 8, relative to root rotation center (1 cm).
Aug. 1977.

RD Radius of blade relative to disk axis
(381 mm/15 ins).

NOMENCLATURE
S Driving force.

A Amplitude of response of mass m2 .
t Time (sec).

All Amplitude of response of mass m3,
V Average airflow velocity.

AD Cross section areu of blade between root
mating surfaces and platform W Weight of blade (0.2 kg/0.44 Lb).
(258mm

2
/0.4 in

2
).

X1 Displacement of mass mi.

am m ch Fourier coefficient of excitation
force. X2  Displacement of mass m2 .

bp Breadth of platform (50.8 min/2 ins.) X3  Displacement of mass m3.

DDI0 
Amplitude of response of mass mI o,sj, Friction parameters
(tip of blade).

s' Twist of blade tip relative to root
D*'Dtr Amplitude of response of mass mI (Cos a' - 0.724).

(no slip).
8,81 Slip threshold coefficients.

E Young's modulus of blade minerial
(3 x l07 Lb/in

2
/ 2.07 x 101 N/iM

2
) Y'Y1  Phase angles.

fj i th resonant frequency (Hz). 6,31,6* Phase angles.

hp Thickness of platform (2.54 mm/0.1 ins). A Gap

k1  Effective stiffness (30000 N/m). Loss factor (0.01 for illustration).
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uI Coefficient of friction (0.15 for
illustration).

nondimensional frequt.ncy parn- • . .. ... ..

VI w/wll - nondimenieonal freqt.pncy
paramete r.

I1-06 snondimenstonal parameters ,. ,
SAngie of doveiail mtIltnM surfaces (I, ,.I (,.01,

relatlve to base of root
(Cos $ - 0.5 for illustration).

frequency (tad/see). h).,1 II ol)

I .11111!1 -) l~ l

W1 Resonant frequency with A ),O (124 11z).i, 'I .l

I $111111.1/ 1 , 1

Wil Resonant frequency with no slip at: M3 ,,..'s., n. .l

(146 Hz), h,,02..(5.155
SI rotation spead (rpm), I / ., I.m m{, l

I H(I~ll'J. ,11 0. 11-
Qo Critical rotntion speed for A 0 (rpm) im,)I.7 ulJ

TABLE 1 DWPPIWG VE.RSUSi 1 FUR S -22.2414 (5 IBF)
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100 o.0099 -

500 0.4-

1000 0.989

2000 3.96 0.295 -

1000 8.90 (O.130.

'4OU 15.8 1 0.070 -

5000 j124. 0.0.?8 - -

5000 5,. 0.028
7000 48.5 0.021 - -

8000 0.016 - -

9000 S.1,1 0.012 -

10000 98,9 0.010 - -

12nO0 0.010 0 0

13000 - 2.45 0.010

11&IO0 - 5.09 0.187

15000 - 7.93 0.1110

16000 - 10.96 0,100

17000 - 14.2. 0.o76
18000 - 17.6 0.062

19000 - 21.2 0.050
20000 o 51 (10.225,.1 1 042
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A ;lMP1&d: I.rW-Vi.':T TIXIIN I JOE FOR MEASURING MATERIAL DAMPING MEJIAVIOP

by

David I.G. Jones

Air lPOCU Materials Laboratory
Wri'lrt-l'atterson AFB, Ohio 45433

(U)MMny mrrthuds have been developed for measuring the Lidamiping behavior
oel ulstoetreeic trnd other materials, including resonance, mechanical
;iri•pdlncc and vibratinq beani methods. One feature all of these
mr.thods hay', in common is the expensu and inconvenience of preparing
appropriate ttent specimens and the considerable time needed to conduct
the tests. A need appears to exist for a simple method to quickly
obtain dlata, even if only approximately accurate, as for example in
evaluating samples for quality control. This paper will describe a
simple test procedure in which a cylindrical specimen of damping
material supp]orting anr added mass is impacted by a small "hammer".
The force transmitted through the specimen is measured by a force
gage and the acceleration experienced by the hammer is measured by
anl ac!elerometer. The transient signals so generated are displayed
oni a storage oscilloscope, and the modulus and loss factor of the
material are derived from comparisons with a simple transient analy-
sis of a single degree of freedom system having a complex stiffness
for the spring clement. Examples and test data are discussed and
coipar [isons are made with results of other methods of measurement.

I. [NTRODUCTIOl Absolutely no new ideas or concepts are
involved; however, it is time that

The various methods currently simple methods were used to perform
used to C~iasure damlping properties of simple tasks. The method is essentially
elastomeoric materials require some that of observing and analyzing the
effort to prepare specimens and to transient response of a damped single
conduct and analyze tests. If one degree of freedom system. The particu-
wishes to completely characterize a lar geometric configuration used con-
specific material over a wide range of sists of a large metal block supported
frequencies arid temperatures, there is at each end by soft foam rubber
little chance of avoiding this, so that "springs" and joined through the speci-
typically one or two days are needed to men, at the center, to a force gage.
prepare specimens, mostly waiting for As the block is impacted by a small
adhesives to cure, and at least one day hammer, the mass-specimen system will
to corduct the tests. This is no way exhibit decaying free vibrations and
to proceed if one wishes merely to the period and the amplitude ratio of
screen materiel samples, as in produc- successive maxima of response can be

tion control, or to select a few measured from the oscilloscope trace.
candidate materials, for further evalua- The use of a storage oscilloscope allows
tLion. ouit of a large number of possibi- one to conveniently record the response
lities. For such purposes, it is often trace as may times as desired. Tempera-
sufficient to use data at a few tempera- ture control, where needed, was obtained
tunas ald at one frequency. using an environmental chamber. Test

results for two materials ware compared
The test technique discussed with tkose obtained by resonant beam and

in this pa[per is not only extremely sim- simple resonance tests, and the igree-
ple to sot up, to prepare specimens for ment was g.n.erally found to be good.
and ti:o )i ne, but it also requires only
standard vibrnt ion Laboratory eqjuipment.
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2. ANAIYSIS

The sinqile degree of frecdom rw b-2) (ni/k) -1 n
system shown in Figure 1 is subjected (6)

to an impulsive load S6 (t). The
spring stiffness is represented by a and
bock model: .

F = k x + (kn/ff) (dx/dt) (1) (2wrr ) (m/k) wJr/•r

which reduces to a complex modulusr. r k/r (8)
k(l + in) if the displacement x(F) rom equation (7) and w

is given by x = X ex(/(iwt) The omplex
modulus representation is yuite a closeap~proximation to the behavior of real (Wr1 t0)(r/k) -= I - 2w? (m/k)

elastomeric materials provided that the

true variation of th and i with tempera-

S•)(/n/ S(t itd / + 27TT~ •- k ~/4 (30)

ture and freqluency is allowed for. W2 + W2 km 8
Wfowtver, for this representation, the hr

transient response can be determined
only thiough utilization of a Fourier From equations (7) and (8) we now haven
Transform, because the model (1)

Scontains the frequency directly. if 2. (m/k) r o x-t ) is
xS6(t) is the applied load, then thei ~ ~~~Fourier transform. of the load is given =(i2 /T 9

•by: (r1"Vl (9)

-me2  -iWt dues (akt/mt(s reiu/4) (t0)
W (12nh So(t) e dt =s/2n

TForwee have therefore found the values ofT Fr .rans provided that n<2. The poles
excitation, the response is: and the ath of integration are shown

(W) in Figure 2. The response x(t) isX = (2) equal to 21ii times the sum of the resi-

x -mt) 2 + k(l + inw/ ) dues at the poles. The residue R1 at

Therefore, applying the invere her ier +
whTransforme S e a r(Wr i i5)t/4
teiera io ( Lim
freue e Th ples ae t ihi -a ra)in ,,therefor

=.1 +t))= s + (4

(3t)
-m•2~~i( + kl + )t/•[

For the ideal case considered here, m -S e (/r ( i i/4)mwr (12)
where k and n are independent of fre-U quency, it is instructive to evaluate ' (-o i

the integral in equation (3) by and R2 T S e p er nti) t4himnr (13)
tncontour integration in the complex

frequency plane. The poles are the fre- in a similar way. Finally, therefore:
i quencies for which:

V •'m/2k = + in(/2 ll (4)/n /(k/)i ~x(t) =
The roots of this equation are complex. mk/)i-n-2'-47 (14)
If we therefore write w = w + iwi,

Sequation (4) becomes: rThis solution represents the informa-
S~tion needed to deduce k and~lfrom ex-

(w2r -2 + 2iwr•)(m/) perimental data. The ratio of
r 1 successive maxima is given by:

in(W r + iwi) xj/x0 = e-" n/2

r ,'. = (2/n) in(xl/xo)

Equating real and imaginary parts gives: (15)
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and the time T between successive zero 3. EXI'ERIMENTAL .NVESTJGATION
crorfsl~nq5 is:

The test system USe-d is

ThW T/ illustiatud in Figures 4 arid 5. lh,!
mass m rested on the specimen,which
was a cylinder of cross sectional area

k/ /T 11-,-• 4 (16) A and thickness h, and was impacted by
WE) a/ 74the hammer with accelerometer attached.

Several different elastomeric material
ak M2 /T(lsn 2/4) (17) specimens were evaluated, as summarized

ard k /(in Tables I and 2. These included an

acrylic adhesive (aM-467, 3M Co.) and aFrom the experimental traces represent- silicone elastomor (aTR, Lord Mfg. Co.)
ing x(t) as a function of time t, one at several diffecent temperatures.
can read off x1 /xo and TP and hencededuce thea lossf actor a and then sTypical oscilloscope traces for thesededuce the loss factor n and the stiff- materials are shown in Figures6 to 14.D'Typical From each of these traces, T and xj/x 0
predicted response traces arc shown were read off. The first half cyclein Figure 3.weeraof.Teirthf yewas not used because of the finite

duration of the actual loading, but
succeeding half cycles were usable.
Then E was calculated using the
usual equations relating stiffness to

modulus;

mW2 
= (EA/h)[i + 5(A/A')+]

where 1 + a(A/A') 2 is a shape factor
which corrects fur the finite length

k 0(++i7) to breadth ratio of the specimen [1].
Typically B42 for an unfilled elastomer
(e.g. 3M-467) and 5*1.5 for a filled

elastomer (e.g. BTR). The results are
summarized in Table 2.

In order to compare the
Figure 1. Mass - Complex spring system In or tocnpare the

measured data obtained by this method
with results from other methods, graphs
of E and n versus reduced frequency
fOL were used, with construction lines
superimposed to directly display
temperature and frequency i.e. a
reduced temperature nomogram. This

M method of data reduction and presenta-
tion is described in an earlier report
[2]. The results are shown in Figures

V 15 and 16. It is seen that agreement
-- -m7 Arm +between the various methods is quite

good. Some scatter is evident though
•M not much more than for other test

1?methods. It is certainly possible to
distinguish between high and low loss
"factors, and high and low stiffnesses.

F-5 -T'rn 4

Figure 2. Poles of System, integration
Path and Modulus of Integrandversu freqencyFigure 3. Response versus tVrkTm
versus frequency
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TABLE 1

MEASURED DATA FOR 3M-467 ADHESIVE

Circular Cylindric~l Specimen

m = 743 gm, A 1.61 cm2 (0.249 in 2 ), A' - 2.85 cm2 (0.442 in2), h = 0.64 cm(0.25 in)

Temperature X1  T sec wD Hz E lb/in2  n

OF IC R

0 -18 1.24 0.0018 278 7970 0 14

30 - 1 1.40 0.0020 250 6300 0.21

75 24 6.00 0.010 50 381 1.14

100 38 3.00 0.012 40 202 0.69
122 50 1.67 0.015 36 117 0.33

TABLE 2

MEASURED DATA FOR BTR SILICONE

Rectangular Cylindrical Specimen

m = 743 gm, A = 1.61 cm2 (0.25 in'), A' = 7.23 cm2 (1.12 in 2 ), h = 1.42 cm(0.56 in)

Temperature X1 T sec WD Hz E lb/in2
oF ccE C X2

-90 -68 1.40 0.003 167 9580 0.214

-25 -32 1.35 0.005 100 3440 0.191

0 -18 1.25 0.006 83 2380 0.142

75 24 1.49 0.008 63 1354 0.254
150 66 1.67 0.010 50 876 0.326
240 116 1.50 0.012 42 602 0.258

4. DISCUSSION AND CONCLUSIONS of little consequence. Furthermore,
the contour integration solution seems

Crandall [3,4] has noted the to be quite well behaved.
existence of analytical problems
arising from the complex modulus model For sure, therefore, we have
for transient oscillatory motions, described a very simple and effective
especially when the Fourier integrals method for very quickly determining
are evaluated numerically, and several the complex modulus properties of
investigators have sought alternatives samples of soft damping materials, at
to the complex modulus approach [5-7]. a single frequency. The specimens can
Theae discrepancies, while indicating be changed quite readily by raising
that we certainly have not yet achieved the mass, putting the specimen in
complete resolution of all aspects of place, and restoring the mass on the
linear damping material behavior, are foam supports. Obviously, some further
not large numerically, and do not improvement of the configuration can be
seriously affect the solution, equation anticipated before extensive use of the
(14). As far as analyzing experi- approach is made. The important thing
mental data to a modest degree of is that it is a simple method and
accuracy is concerned, therefore, it is should not be looked upon as anything
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else. If measurements are to be made 7. R.L. Bagley and P.J Torvik,

on stiff materials, shapes other than 7A Generalized ate Mode for

cylindrical should be considered in "A Generalized Derivative Model for
order to reduce the stiffness of the an i1astoner Damper", Shock and

specimen to an acceptable level. One
possibility is to make a vertically NOMENCLATURE
oriented ring shaped specimen.

A cross-sectional area of
We have used this system to specimen

evaluate the qualitative and quanti- A' Free-surface area of specimen
tative damping behavior of many E Young's modulus of specimen

materials, ranging from saft foams to material
stiff elastomers, and results have f Frequency (Hz)gqnerally been acceptable and readily F Force
obtained. One point to remember at h Height of specimen
all times is that the stiffness of the i rJ•
specimen should always be much greater k Stiffness of specimen
than that of the foam supports, unless m Mass
of course one allows for that in the , RassR11 R 2 Residuescalculations by subtracting the support S Load
stiffness from the total stiffness to S Fourier transform of load
determine the specimen stiffness. t Time

T Time between successive zero
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THE EFFECTS OF FREQUENCY, AMPLITUDE, AND LOAD ON

John E. Cole, III J
SCambridga Acoustical Associates, Inc- .

1033 Massachusetts Avenue
Cambridge, Massachusetts 02138

The dynamic-mechanical properties of elastomers are known to
depend upon the nature of the loading of the material, While many
abpects of the dependence of the dynamic properties on frequency and
temperature are well known and customarily accounted for, these
properties are also known to vary significantly with other aspects
of the loading such as strain amplitude and static load. Furthermore,
not all of these aspects of the loading act independently. To a fair
degree of approximation the effects of frequency and strain amplituda
are separable. The effects of hydrostatic loading are weakly coupled
with frequency. The implications of these results on designs using
elastomers is discussed.

INTRODUCTION periodic load and measuring the rnsulting defor-
mation. In such a test, the material may be

Many types of natural and synthetic rubber loaded dynamically in either shear, tension, o::
compounds, generally referred to as elastomers, compression. The dynamic properties correspond-
find wide use in anti-vibration mounts. These ing to small applied loads may also be deter-
materials have a microscopic structure con- mined from acoustic measurements of sound speed
sisting of small molecular units arranged into and attenuation [2). For either type of test
long-chain molecules. The basic structure of there is found to be a pha',, difference between
an olastomer is often altered by the addition the response of the elastomer and the applied
of "fillers" such as carbon black particles dynamic load. This viscoelastic behavior is
which are known to strengthen the material by described by considering the modulus oC the
inhibiting relative molecular movement (1]. material to be a complex quantity. For example,
When an external load is applied, such as in a the dynamic Young's modulus may be written
stress-relaxation test, these polymer chains
undergo various types of mechanical deformation.*
The deformation processes of these polymer
chains each require time to take place; con- where the single and double primed components
sequently a time-dependent response of the describe the relationship of the applied stress,

material to an applied load is obse.-ved, In

fact, the response of a particular elastomer respectively, to the in-phase and the out-of-fact th resons of paticuar lastmerphase strain. The ratio of the imaginary to
material is known to depend on several aspects .pase s of the imagia to.
of the loading, as well a. on the temperatureSof the material, is referred to as the loss or damping factor

(n E or tan 5E). The reciprocal of the dynamic

The behavior of the mechanical properties modulus is defined -s the compliance. For
of elastomers under conditions of dynamic instarce, the shear compliance is related to
loading (i.e., when the applied load varies the shear modulus (G*) as follow:
with time) is of particular interest for the
design of anti-vibration mounts. These dynamic J * * J iJ
properties may be determined as a function of -

frequency in a vibration test by applying a and therefore

The work presented here was supported by the Office of Naval Research, Structural Mechanics Program,
under Contract N00014-69-C-0056.
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at low frequency therufore corresponds with the particlms h the elaijtomer matrix under uquil-
long-timo behavior, the long priod providing ibrium conditions. J'aynu 1121 refers to this
sufficient time fur substantial relaxation to situation as a "wuttin,;" u• thne particles by
occur, similarly, the high-frequency and thu the matrix. Since. for the materials under

short-time behavior uorre-pond with each other, discussion the elastic moduli of the filler
materials are much greater than the equil-

The effect of varying frequency at higher ibrium (or zero frequency) modulus of the

values of strain amplitude for a filled natural elastomer matrix, the effect of filling is to
rubber is shown in Fig. 2. The differencu from enhance the modulus by increasing the resist-
one frequency to another of both shear modulus ance to deformation, When such a filled elas-
and loss factor Is seen to he about the same tumur Is strained In a periodic manner at low

for all values of jtrain amplitude. More will amplitude, the enhanced equilibrium modulus is
be said about the implications of this obscer- ouherved (see Fig. 3). At larger values of
vation later, strain amplitude, a process of "dewetting" is

thought to occur. Owing to the large strain
Variation with Strain Amplitude amplitudes, tUle filler particles "uuparatu"

somewhat fromthbe elastomer matrix. This
The dependence of the dynamic modulus of process results in a loss in the magnitude of

elastomers on strain amplitude has been exam- the dynamic modulus and an increased loss
ined by several investigators [7-15). several factor. A sirmple theoretical model of this
types of tests have been used to explore this effect has been proposed by Freudenthal [17].
dependence with the same basic results. Thu This mechanism however, does not account for
dynamic shear modulus and the phase angle the observed strain dependence of unfilled
(i.e., S I measured by Payne [11,12] at a elastomers at low temperature [19).

frequency of 0.1 Hertz for a carbon-black
filled butyl rubber is shown in Fig. 3. The Variation with Compressive Static Loading

parameter of each curve is the amount of filler
present. For compounds with little filler There has been a considerable interest in
content there is little change of either evaluating the effect of static load on the

modulus or phase angle with strain. For larger dynamic properties of polymeric compounds. A
filler content, however, the dynamic modulus variety of loading conditions and experimental
decreases dramatically with increasing strain methods have been employed [2,15,20-25]1
amplitude. Correspondingly, the phase angle is however, the concern of this discussion is

found to peak in the region where the modulus those studies using compressive static leadings
is decreasing most rapidly. (i.e., hydrostatic or uniaxial).

The effect of hydrostatic pressure on the
while for a particular elastomer and temp-

erature the sensitivity to strain amplitude is bulk compressibility (B") of rubber-sulfur
a function of the amount of filler present, the vulcanizate over a frequency range of 50 to1000 1lz has been investigated by McKinney, et
detailed variation of the dynamic properties of al. [25]. The real and imaginary parts of the
a particular filler varies with the type and
composition of the elastomer and with the bulk compressibility at 1000 1Iz as a function

average size, ihape and chemical properties of of temperature are shown in Fig. 4 for gauge7
the dispersed filler particles [16,17,18]. pressures from 0 to 9.81 x 10 Pascals. For a

given temperature, the real part of the compli-
Two conclusions are drawn from these and ance is a monotone decreasing function of pres-

similar data. First, there is little depend- sure. The imaginary part of the compressibil-
ence of the modulus and loss factor on strain ity shows even greater sensitivity to pressure
for small values of strain amplitude (i.e., in the temperature range of -10' to 10" C. For
less than 10- 4). This is the region of linear low temperatures there is a monotone decrease

of B" with increasing pressure. At higher tem-
viscoelastic behavior. secondly, the sensitiv-
ity of the dynamic properties of elastomer com- peratures, this Is no longer the case. The

s strain amplitude increases with the data of Fig. 4 can be used to calculate the
pounds to bulk modulus and loss factor as functions of
filler content. The dynamic properties of some
unfilled elastomers that exhibit little depend- pressure for several temperatures. The modulus

ence on strain amplitude at room temperatures (i.e., (I/Bc is found to increase
have been observed to exhibit some strain

slightly with pressure while the behavior of
dependence at lower temperatures [19]. the loss factor depends strongly on temperature.

The results of an acoustic transmission test onOne mechanism has been discussed to des-"rbe-i"rsnsudrhroticpsue

cribe the sensitivity of the dynamic properties "rubber-like" resins under hydrostatic pressure
of filled elastomers to strain amplitude. The are discussed by prese [21. In the ranges of
fillers that produce this sensitivity are forms frequency and pressure from 10 to 100 kim and
of carbon black [111, certain silicas 1il] and 0 to 1,5 x 107 Pascals, both the real and
salts [10] existing as particles or chains of imaginary parts of the elastic modulus are
particles embedded in the elastomer matrix, observed to increase with pressure.
There are interaction forces of eitlnr chemical
or surface-active origin which bond the
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Thu dynamic Young's modulus obtained using Stedry (9), and Warnaka and Miller r11 he
a vibration t:-st by do Mey and van Amerorngen conclusions drawn in [NJ, [9), and [16) is that
(iS] far cylindrical Samples of an unfilled to a fair degree of approximation the effects
na"tural rubbor compound under unlaxial compres- ofdnmcsri aplteadfeqnyCr
dion Lin shown In Fig, S. The modulus is shown time) are separable (i.e., act independently).
au a function of static compressive strain for This conclusion has else been drawn by Vashchuk
different values of the shape factor CD,/4h,)an in[]

where V is the cylinder diiameter and h the
00 The independence of these two effects is

hc'Iht. Thumodlueis otaied or reqen-consistent with the "dewetting" mechanism used
cice of 30-35 Hertz and a dynamic strain aspli- to describe the strain amplitude dependence of
tude of 5 x 10~ Ths-aa3hwte ouu filled alastomers. It would he expected that

increasing with static load, to a first approximation this mechanism would
occur at any frequency. The primary cause of

Thuseu data provide an indication of theth"dwtig isttreavenio bten
depiendence of the dynamic properties of elasto- filler particles and elastomer matrix, hence,
murm on compressive static load. A mechanism frequency effects would not be expected to be
for explaining such a dependence for materials dominant.
subjected to volume compression has bean die- Since the ef facts of frequency and dynamic
cussed by Ferry [4). This mechanism uses the strain amplitude are approximately separable,
concept of the "free volume' of a material tedpnec faydnmcpoet H)othat Is prHsent in the fain of voids on either theqdeenen ce of) stainy dyampictproert k onnsai
a molecular: or macromolecular scale. When a feuny(),sri mltd r) adsai
maetrial is loaded compressively, there is a static load (a) may be expressed
tendency to decrease its free volume, thereby
inhibiting molecular motions. Such a process *fa Cdc
results in a de'creasse in the compressibility of C (Er a) - H~ )f r (d~
the material (and hence an increase in thed
modulus). The effect of decreasing the free
volume of a material is more directly observed It remains to examine the dependence of the

under hydrostatic loading. As suggested in [2J, dynamic proepirtiem on static load and frequency
it would be expected that this mechanism would effects and on static load and strain amplitude
only manifest itself for very large %aniaxial effects.
loadings which decrease the macroscopic volume sinhiofteEecsfFrqnyad
(and hence decrease Poisson's ratio) of the Rltosi fteEfcso rqec n

material. Static Load

INTERDEPENDENCE OF THE EFFECTS ON THE DYNAMIC The dependence of frequency and hydrostatic
PROPERTIES OF FREQUENCY STRAIN AMPLITUDE AND pressure effects has been discussed by Ferry 14)
STATIC LOAD and Marvin and McKinney [26] in terms of the

free-volume concept. This concept can be used
Dependence of the Effects of Frequency and to explain the dependence of the relaxation
Strain Amplitude times, which characterize the material behavior,

on the pressure. When there is a relatively
The discussion thus far has shown that the large free volume in the material [for

dynamic properties uf elastomer compounds are example, at high temperatures) , reorientation
observed to vary significantly as changes are of molecular chains owing to deformation can be
made to either one of the three factors, achieved relatively easily with correspondingly

freqenc, dyami stain mpltud, an sttic short relaxation times, The effect of a hydro-

loading. In addition, z:r-.chaniasm thought tosticlaisodersehefevluef
give rise to these variatinne have been briefly the material. This means that the molecular
described. A complete de -ription of the reorientation takes longer to achieve owing to
dependence of the dynamic properties of any ain increase "viscosity" or resistance to

elasome matria on hes facorsrequresmolecular motion. Hence, relaxation times are

that all three be allowed to vary independently, gncerald wthe effectofaystatic loadure tha
Such an experimental program for any material altersl the afreeolm of the mtateiclal tals

is not easy to fulfill. There do exist however, cangers the freevlaxation times. tralas

results of experimental programs in which twochneterlatinims
of the three factors have been varied, By
".piecing" these results together, some insight Experimental investigations into the

inothe dependence on all three factors can be effects of hydrostatic pressure on dynamic
otinto . properties have bean made among others by

Mclcinney, et al. [25) and Sartenev and

'rho relationship between the effects of Kusnetsova [20]. The effect of increased
freqenc (o tie) nd dnamc srai amli-hydrostatic pressure is to reduce the free

frtudeonc (or tyaime andodynaics hstrain ampis- volume of an elastomer in the same way as that
tudeuce on th dynamico prprte haseatre beendis

cussed for a variety of elastomer compounds by prdcdb areuto inem rtr. Bsd
Fruothl[6, mt [] ade n n such reasoning the method of reduced vani-

ables is extended by McKinney et al. to include



the effects of pressure as well as frequency machine. An increase in mount stiffness there-
and temparature[25j. A reasonable collapse of fore in general reduces the mount effectiveness.
the data of Fig. 4 is obtained in [253 with
this extuntion. These results have been used The strain dependent behavior of filled
to obtain the variation of the bulk compres- elastomers might be expected to be important
sibility with frequency at 0" C for several near a resonance of an anti-vibration mount.
pressures shown in Fig. 6. The frequency Since the storage modulus (i.e., stiffness)
dependence is not significantly altered for decreases and the damping factor increases with
hydrostatic pressure less than approximately increasing strain amplitude, the resonant res-

10 Pascals (1500 Psi). There do not appear to ponse is diminished. Another effect of the

be low frequency studies of the effect of stiffness is to decrease the "natural"freueny .nd nialal€omresivestrss llfrequency of the vibrating system. It Is

the dynamic properties of elastomers, difficult to quantify the effects of strain
sensitivity further since the differential

Depjendence on the Effects of Dynamic Strain equation that governs the forced motion of a

Amplitude and Static Load simple vibratory system with strain dependent
stiffness is nonlinear. Many aspects of the

This dependence does not appear to have general nature of the response of simple
been the source of significant study to date. systems with non-linear "springs" is discussed

In fact, one can only offer speculation based by Stoker (281. As expected the maximum
Son the preceding discussions. If the "da- response of a single-degree-of-freedom vibra-

wetting" process described in [163 is the tion system with a soft spring (i.e., one

dominant mechanism of the strain dependence of whose stiffness decreases with extension) and

filled ulastomers, it would be reasonable to with constant damping is shifted to lower

assume that this strain dependence would depend frequencies. In addition the response displays
the static loading. The effect of hydro- a "jump" in traversing the frequency range (see

upon128) for a more detailed discussion).static pressure, for instance, would be
expected to delay the process to larger strain
amplitudes by retarding the filler-matrix ds- ei n dattowe r equnci essigs. t
wetting. Such reasoning, however, must remain andstindate a lih stiffening with
purely speculative awalting experimental increasingisati adig. o s ing tedi
evaluation. increasing static loading. No singlo trend is

indicated for the damping factor. The

INFLUENCE OF THE DYNAMIC PROPERTIES OF ELASTO- increased stiffening tends to increase the

MERS ON T'IE PERFORMANCE OF ANTI-VIBRATION transmissibility of a mount.
MOUNTS The separability of frequency and strain

amplitude effects on the dynamic properties of
The frequency variation of the storage ester emt hs w fet ob

modulus of elastomers indicated in Fig. 1, elastomers permits these two effects to be

results in a stiffening of an anti-vibration estimated independently. The effects on the

mount with frequency. In the region of dynamic properties of frequency and hydrostatic
increase in modulus, tho transmissibility of an pressure however, are not separable. With the
anti-vibration mount increases. Several calcu- exception of large static pressures (e.g.d,

lations have been made by Snowdon [3] that greater than 10 Pascals), there does not
display this effect for models of simple mounts. appear to be a significant coupling of theseI When the storage modulus is constant for all effects (see Fig. 6),. There is little infor-
frequencies of interest, the transmissibility mation available to establish similar guide-
decreases at a rate of 12 dB per octave above lines in the case of uniaxial compression. In
the natural frequency of the "mount". This addition, the dependence of the effects of
rate is reduced when the storage modulus of the dynamic strain amplitudo and static load
alastomer increases in the frequency range of appears to require further investigation.
interest. As expected the maximum value of
transmissibility decreases as the damping SUMMARY OF CONCLUSIONS
factor of the respective material increases.

In summary the major conclusions of this
For a more general approach to estimating study are the following:

the effects of the stiffness and damping of a
mount on the mount effectiveness (EM), refer- 1. The dynamic properties of elastomers
once is made to the result of Sykes 12711 can vary with frequency (and temper-

ature) as well as with compressive
static load.

Y N + 2. The dynamic properties of certain
filled elastomers exhibit a strong

"where Y i is the mobility (i.e., reciprocal dependence on strain amplitude.

impedance) of the mount, and Y%' YM are the 3. The effects of frequency and strain

wher Y i themobiity i~e. recprocladpentdenac onsrindeenetplitd.
respective mobilities of the foundation and amplitude act independently.
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4. There appears to be a weak dependence 12. A. R. Payne, "The Dynamic Properties of
of the effecre of frequency and hydro- Carbon Slack Loaded Natural Rubber
static (compresnional) loads. Vulcanigates, Part II," J. Appl. Polymer

Science VI, 21, pp. 368-372, 1962.
5, There is little information available

concerning the combined effects of 13. A. I. Payne, "Dynamic Properties of Hest-

Sstrain amplitude and static compres- Treated Butyl Vulcanizates," J. Appi.

sion load. Polymer Science 7, pp. 873-885, 1963. -1

6. The stiffness of elastomers tends to 14. A. K. Sircar and T. C. Laaond, "Strain-

increase with frequency (decrease with Dependent Dynamic Properties of Carbon

temperature), decrease with dynamic Black Reinforced Vulcanizates. II.

strain amplitude (fur strain-sensitive Elastomer Blends," Rubber Chem. & Tech. 48,

filled elastomers), and increase with pp. 80-96, 1975.
-hydrostatic load.

15. S. do Hey and G. J. van Amerongen,
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Fig. I - Frequency dependence of the dynamic shear modulus and the
damping factor of natural rubber filled with 50 parts by
weight of HAF carbon black per 100 parts rubber. Temperatures
are in degrees Celsius 13].
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LIQUID SPRING SHOCK ISOLATOR MODELING
BY SYSTEM IDENTIEICATION

P. N. Llonnenburg, B. H. Wendler, and W, E. Fisher
The U.S, Army Corps of Engineers

Construction Engine.ering Research Laboratory
Champaign, Illinois

1. INTRODUCTION various heights onto a plate supported by the isolator.
However, for this study, a hydraulic shaketable was used

Background whereby the isolator formed the spring and damping ele-
ments of a simple horizontal oscillator. Generally, the test

Liquid springs can be designed for near optimal per- configuration must be able to provide the same range of
formance. However, there is limited documentation by motion variables (displacement, velocity, and acceleration)
manufacturers relating isolator mathematical models to to the isolator as expected under actual field conditions.
hudware design parameters. Hence, the liquid spring design
methods have yet to reach the state of the art whereby For the horizontal oscillator configuration, three tests
optimum elastic and damping qualities can bp specified and were performed, using approximated displacement box func-
subsequently tranaformed into predictable hardware per- tions. Two of these tests were similar and provided con-
formance. Furthermore, in practice it Is found that pneu. fidence in repeatability and consistency, The third test, which
nartie or liquid-filled isolators require continuous mainta, was performed at an elevated fluid temperature, provided

nance, and the conceived optimum performance is subject information regarding the variability of the optimized
to degradation between servicing operations. coefficients,

If open-paramuter mathematical models of isolators
with common design features were available, the model 2. EQUIPMENT AND TLST CONFIGURATION
parameters could be optimized directly for the expected
environmental and Isolation system physical properties. Selection of the Isolator
To this end, a feasibility study was undertaken to determine
it a reasonably accurate model of an off.the-shelf liquid- Isolator performance can be defined in terms of
spring isolator could be found, using data from a few simple dissipated energy--that is, force-displacement relationships.
and inexpensive te.its. A liquid spring was selected for its For example, equipment fragility dictates that to Insure
design versatility and potential use in high-performance functional survival, imposed accelerations must be limited,
shock isolation systems. General acceptance of a system thus ýontrolling the maximum force transmitted to the
identification approach ultimately will depend on the equipment through the Isolator. Either overall or internal
simplicity and cost of testing and the ability to represent displacements can impair fumictional survival, so both types of
installed operating conditions by the mathematical formula- displacement must be constrained. The dotted horizontal and
tion. vertical lines in Fig, 1 indicate the performance of an ideal

isolator: one that dissipates as much energy as possible.

Purpose

The purpose of this report is to present the results of a

study to determine the feasibility of establish'ig mathemati. ,ELaOAOa PECroCMANCE
cal models of high-performance liquid-spring shock isolators ACTUAL ISOLATOR PERFORMANCc

from performance test data. " • _ . -O
I DSSIPATED ENERGY

Approach
,,RESIDUAL ENERGY

Severe] general nonli'iear formulations were attempted . .v" •. RETURNED TO THE
when modeling the isolator. The igolator's model was a / , ys SrSTEM

included in an overall model of the test configure ion. Terms " x.
representing the test configuration could be changed as DISPLACEbiNT
required to model cny suitable confipuration. For example, Fig. 1 - Force-displacement relationship for
the manufacturer's test entailed droppirnZ a weight from high performance isolators
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The fluid compremibility and viscosity, and the me. The manufacturer's lest indicated an equivalent
chonical and fluid friction determine the response of liquid. viscous damping coefficient of 0,28 to 0.43, varying with
spring Isolators,. Compression of th,) silicone fluid with a velocity, Thus, damping was expected to be nonlinear.
variable diameter piston rod provides the spring effect
(Fig, 2a); fluid flow around the piston provides the major The manufacturer sugeted that the dynamic springI
source of damping (Fig, 2b). The spring effect, as illustrated, rate and damping coefficient would exhibit softening (see
acts only for rod motion from left to right. The actual liquid Section 3), even though static tests showed hardening. This
spring used was double-acting, giving a spring effect in both statement simply implies, however, that the dynamic prop.
directions. erties were generally different from those the manufacturer

had equipment to measure.

Test Configuration
FLDVOLUME REDuC-'TION

The least-squares system.identlfication technique
requires measured input motion (base displacement),

0..._ .. measured output response (mass displacement), and an open-
parameter differential equation as a trial mathematical model

ROD MOTION of the isolator.
a. SPRING EFFECT

The test configuration, shown in Fig. 4, provides the
FLUID ORIFICE HEAD maximum relative displacement and velocity using available

test fixtures. One end of the liquid spring was attached to a
oa----( rigid base mounted on the CERL Biaxial Shuck Test Machine

(BSTM) test platform and the other end was attached to a
ROD MOTION FLUID FLOW 2722-kg (6000-lb) mass. Rollers supported the mass and

allowed it to move only in the horizontal plane. Rolling
b. DAMPING EFFECT friction was not significant. Base displacement was applied

Fig. 2 - Characteristics of a liquid-spring to the isolator through the rigid base mounted on the test
shock Isolator platform.

A liquid-spring shock isolator was used in a simple test 2,722-k I
to provide data for optimizing the coefficients of the mathe- (6.000 ID)
Matical model. The isolator met performance specifications [ eoo. M,, .
requiring a spring rate of 70 051 N/m (400 ib/in.), an
effective linear viscous damping ratio of 0.3, and a 0.305-m I'e-7 r-I'--. .4 ,

(12-in.) stroke. Static tests by the manufacturer indicated ,.- - ,,
a spring rate of 55 165 N/m (315 lb/in,) for small displace- ---_ -.__

ments and 95 619 N/m (546 lb/in.) at full stroke (Fig. 3). ODa Ed E" .
Section 3 further discusses the hardening property of this aoc'
static spring rate.

10000 afr -

Fig. 4 -Test carriage on liquid-spring mounting frame

$000 DEAD 1AI,0

tII RSix uniaxial electrohydraulic actuators, with a total

4000 capacity of 2 001 700 N (450,000 Ib) provided the
% horizontal motion. The actuators drive the 3.658-m square

(12-ft square) all-welded aluminum test platform. A
pressurized hydraulic fluid provided the excitation energy,

3and a 0.0208 m/s (330.gpm) serjovalve on each actuator
controlled it,

2 4 a 10 '2 Optical-electronic equipment provided the excitation
and mass response displacement data, Differentiating theDISPLACEMENT •C.n1 displacement data yielded Lhe velocity and acceleration.

Fig. 3 - Static spring.rate curve for All data were recorded on analog tape, then digitized and
the test isolator :iltered for reduction.
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Base Excitation Motions to the isolator, The internal farces causing the compressed
isolator to return to its original position is shown as a spring,

A series of preliminary ainuaoldal teats to determine and is depleted mathematically an f ), W. The internal force
aiequate mass response showed i gradual Increase in relative causing damping is shown as a dathpot, arid Is depicted math-
response amplitude, caused by a rapid rise in Isolator fluid ematieally AS fYU). The mathematical model for the general
tem•perature and A decrease in fluid viscosity, Them results test configuration Is: =

caused the steady-state testing to be abandoned. (Eq 1)

Three transient tests, labeled runs A, B, and C, were
then performed. Figure 5 shows the platform displacement Either the spring or the fluid damping ran exhibit hard.
for these runs, Run A input motion was an initial step to ening or softening properties, as illustrated in Fig, 7 [ 1,2].
0.140 m (5.50 in.) displacement with a rise time of 0.20 Hardening occurs when the internal force increases more
sec. This displacement was held for approximately 2.00 sae, rapidly than the displacement or velocity. Softening occurs
followed by a return to the original platform position in when the internal force increases les rapidly than the dis-
0. 12 sec. Platfoms displacement for run B was opposite in placement or velocity. By requiring both f, (z) and f20) to
direction but equal in size and duration to run A. Run C had soften as in Fig. 1, one can cause energy to be dissipated
an initial rise to 0.140 ni (5,5 in.) displacement in •.12 sec, efficiently, Optimizing the precise shape of the softening
followed by an immediate return to the original position curves for each of these functions and for each isolation
in 0,12 sec. system allows one to maximize the energy dissipation

efficiency,

3. FORIULATION OF THE MATHEMATICAL MODEL Several practical design features such as displacement
d'lad apace, fluid preloading, and static friction, can

Physical and Mathematical Properties influence the shape of the curves for f, (z) and f2 (i).
Displacement dead space results from littie or no resistance

Liquid springs behave like automotive shock absorbers, to motion in the vicinity of z - 0, and is not directly
Figure 6a. shows a simplified, single-acting liquid spring, associated with the frictional dead space shown in Fig, 3.
Motion of the rod to the right will cause a spring effect by Under dynamic operating conditions, frictional dead space
fluid compression, and a damping effect by flow of fluid will appear as a constant friction damping term in f2(0).
through or around the orifice head. This isolator can (1) An air bubble or void in the fluid chamber can cause a dead
dissipate energy efficiently by fluid damping, and (2) return space in displacement. Preloading a liquid spring can slightly
to original length after distortion. The latter property causes modify the shapes of fj(z) and f2 (i) in addition to modify-
some loss of efficiency from energy dissipation, but ii is a Ing the spring's response at small displacement velocities.
practical necessity, This energy is conserved and is shown However, preloading is impossible if there is a void in the
as the hatched area in Fig, 1. fluid chamber, and static friction will create a minimum

applied force before the relative motion of the isolator starts.
Figure 6b shows a free-body model of the isolator. F(t) The mathematical aspects of these features will be discussed

represents the action and reaction forces applied externally below.

200- BASE DISPLACIMENTS
RNA

16.0

4.0 Z/
8 0

_ -4.0-

-8.0

-12. 0 0 RUN 8

TIME (isec

Fig, 5 - Base displacements
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~-ORIFICL HEAD.oD \ ~/ -CASNG -. ,
ROD • It I. EfFLCTIVE SPRING

/-LARGE -FLUID MALL ROD RIGIDMAS
ROD L... .. -}-.• -U _ I

A. DIAGRAM OF A SINGLE ACTING LIQUID 1 B T

SPRINj SHOCK ISOLATOR 
j) PT

f2 IL.EFFECTIVE DAMPER

Z. RELATIVE .. Fig, 8 - Simplified test configuration

~1 IztPRINGFORCEThe spring and damper effects represent the isolator's
F I t - - F (I) behavior. Spring forces that restore the mass to equilibrium

INEACTING are represented by f, (z), which is a iionlinear function of z.
CEFOC Forces that dissipate energy are represented by f2(i), which. ' FORCE

Is a nonlinear function of i. The forces applied to the
f, (2)' DAMPING FORCE isolator, which constitute the F(t) term in Eq. (1), are caused

by the table motion and the inertia of the mass.
B. FREE BODY DIAGRAM OF ISOLATOR

Fig. 6 - Simplified diagrams of liquid-sprigd i
shock isolator Identification of Applied Forces

For an osc!lator with linear elasticity and damping, the
H ARD mathematical model is [3 ]:

me + kz + c! = -mu (Eq. 2)

," LINE AR where m Is the mass, and k and c are constants, i.e., fj(z) - kz
and f2(!) = ci. Thus, - mu appears on the right side as a

SOFT forcing function, The same form of the differential equation
iu is applicable when f1(z) and f2 (i) are nonlinear, whereby:
C-)

Smi + f1 (z) + f2 (i) -mu. (Eq. 3)

Substituting k = . + i yields

mi f + f1 + f2(i) 0. (Eq. 4)

Equation (4) is the general equation governing the test
configuration shown in Fig. 8. At rest llitial conditions were

assumed.
DISPLACEMENT OR VELOCITY

Fig. 7 - Hardening and softening properties In passing, it is considered worthwhile to derive the
form of the governing equation which would be applicable
for a more versatile test configuration. A drop test, for

General Formulation of the Model example, may enable one to achieve a broad range of motion
variables which cannot be achieved with the horizontal

Figure 8 shows a simplified model of the test configura- oscillator configuration discussed above. Figure 9 shows the

tion. The coordinate, x, is the absolute displacement of the notation of such a test. A mass of weight, w, is dropped

mass, m: absolute table displacement, u, causes the forces vertically from a height, h, onto a flat supported by the

applied to the mass. The relative displacement between the isolator, which acts in the vertical direction. Summing forces

mass and the table is z - x - u. Likewise, the relative velocity at the mass yields the relation

is 1 = i - u, where the superimposed dot means differentia-
tion with respect to time. M' + fl (2) + f2(') 0 (Eq 6)
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Discussions with the manufacturer indicated that
response results might reflect the effects of displacement
dead space and preloeding, These conditions affect the form
of either fl(z) or f(2() in the neighborhood of z - 0, Figure
10a shows the effect of dead space-no resistive force-for

W z - ±6. Figure 10b shows the effect of preloading-an instan.
taneous positive or negative force-for fl(s) - ±t' at x - 0. It
is conceivable (but not likely) that these two conditions

-- PLATE could exist simultaneously, u shown in Figure 10c. Dead
space is usually ceaused by a fluid void or air bubble, while
preloeding Is effected when the fluid is injected under

r pressure. Hence, the two conditions might exist if an air

computer model was adjusted to account for this effect.

2 ,WISOLATOR bbl a rpe ne rsuewti h aig hN II (NI z2 5I OIFinal Model and Supporting Rationale

All the mathematical forms mentioned in the previous
I subsection were tried. The least-squares method of system

identification was used to find optimum values of kl, k2 , c1 ,
PLOOR c2 and ca. These constants, which constitute the unknowns

SFig. 9 - Drop test notation in a set of simultaneous linear algebraic equations, are
optimized using the techniques described in Appendix A.
The constants a, 0, y, 6, and c, which appear within the

where m - w/g. Note that F(t) from Eq. (1) is now equal to nonlinear expressions of z and i, were independent values
mi, instead of mi, as for the horizontal oscillator configure. obtained from the experimental data, and were thus
tion. Also in this case, initial conditions are: optimized by trial and error, Because the least-squares

method yields an overall variance and a covariance me.
z(0)- 0 trix (see Appendix A), the Greek constants could be
i(O) - (Eq. 6) optimized quickly in heveral iterations by selecting values

which would minimize the variance while permitting good
conditioning of the covariance matrix. Good conditioning

Nonlinear Spring and Damping Effects of the covariance matrix, in turn, implies that the form of
the mathematical model was appropriate, since the non-

The nonlifear terms f1(z) and f2 (i) can be expressed to linear terms would be relatively independent of each

any desired degree of accuracy by expanding orthogonal other.
functions. For example, for a sufficiently large number of
terms, N, the following expansion can represent either a Analysis of the least-squares results yielded the follow.
hardening or softening spring: ing observations about the form of the mathematical model

of the Isolator:
N

f E(z) - Z kkz" (Eq. 7)
1. Softening effects for both fl(z) and f2(0) were clear,

where n is an integer, and k,, is a constant. Accumulating so hyperbolic tangents were used as in Eqs. (8) and (9).

more than a few terms for either f, (z) or f2 (W), however,
would result in awkward and time-consuming calculations. 2. There appeared to be no constant friction force.
Although in theory, short power-series expansions can Inclusion of coulomb friction for all velocities invariably
model either softening or hardening, in practice, for soften- increased the variance and decreased the conditioning of the
ing, unstable solutions result when large motions are modeled covariance matrix. This result does not imply that friction

was not present, but rather that it was most likely not
The hyperbolic tangent provides an appropriate repre- independent of velocity. If friction depended on velocity, it

sentation for softening [41: would be accounted for in the hyperbolic tangent term of
f2 (4), It was finally decided to set c3 - 0 to allow the tanh

fl(z) - k1z + k2 tanh(,a). (Eq. 8) (I) term to account for frictional effects other than static
friction.

A similar expression can represent damping, except that the
equation inchfdes a term for coulomb friction: 3. The combination of displacement dead space, and

preloading (as shown in Fig. 10e) applied to both the linear
f (0) - el• + c2 tanh(p3i) - ca sgn(i). (Eq. 9) and the hyperbolic tangent terms for f, (i), but only to the

hyperbolic tangent term for f2 (W), In other words, linear
In Eqs. (8) and (9) n and P are constants, while sgn(i) - ±1, damping appeared active in the dead space, while the remain-
according to the algebraic sign of i, Ing terms provided no rosiatance to motion. Furthermore,
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I

because the isolator had been operating for extended periods
at high fluid temperatures, It had ilaked some fluid. In either -
case, a void In the fluid chamber could be expected.

w The observations led to a definition of the beet mathe.
omatical model for the Isolator In the form of Eq. (1) As

F(t) + kIt a kg tanh(oz) + c, + c2 tmnh(i) .O, (Eq. 10) .1

DISPLACEMENT Equation (10) shows that

OR
VELOCITY fl(z) - 1tz + Ic tanh(oz) (Eq. 11)

ft2() - cl i + ÷q tanh(pi). (Eq. 12)

The results of applying Eq. (10) to the physical model
for the teat configuration (replacing F(t) with mi) are
presented in the following section. The actual table dis.

placement was used as the base motion excitation for both• models. Appendices A and 0 discuss techniques for treating

t- the special effects of dead apace and static friction.

w 4. RESULTS

L. Average Parameter Values

The coefficient parameters k, k2 , cl, and c2 (with
, -. ca - 0) in Eq. (10) were calculated and optimized by the

y DISPLACEMENT least-qusree method. Nonlinear parameters (those denoted
by low' c-cae Greek letters) could not be optimized in this
manner. Although it would have been desirable to optimize
the nonlinear parameters automatically, more programming
time weald have been needed, so these parameters were
adjusted by trial and error, using the overall variance and the
covariance matrix conditioning u indicators of improvement
(see Appendix A). Solutions were always highly stable (5]
in that small changes in constant parameters yielded small
changes in response.

Table 1 gives the optimized constants for all three tests;
averages are In the far right column of the table. The con-

LUd stants for tests A and B appear to agree fairly closely,
M •although k2 and c2 for run Care somewhat high. Table I
SU. allows comparison of the experimental response variables

of relative displacement and velocity and absolute mass
acceleration, with the corresponding theoretical values of
the same variables calculated using the average constants.

ISuch a comparison should demonstrate the stability of the
theoretical solution of the mathematical model.

The figures in Section 2 show the table motions, u(t),
for the three tests selected for analysis. Changes in the
viscous properties for run C are explainable, given the
sensitivity of liquid springs to changes in fluid temperature
[6], Test C was run after about ton previous tests in close
succession, which raised the temperature of the fluid enough

Fig. 10 - Dead space and preload effects on to render the isolator cuing warm to the touch.
spr~ng rate

Comparison of Model Solutions With
the value of y associated with preloading was found to be Experimental Data
negligible-a result verified as likely by the manufacturer-for
two reasons. First, the initial preloading fluid pressure pro- A comparison of some preliminary model predictions
vided by the manufacturer was relatively low. Second, with experimental data demonstrates that the least-quares
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Table 1 The significant conclusion from FIgs 11 and 12 is that
the constant parameters do riot have to be specified precisely

Optimized Constants in order to obtain reasonably accurate predictions of
responsepropertlie. This is a highly deeirable result, since

Constant Run A Run B Run C Average minor design-tolerance differences between nominally identi.
Cal isolatos in practical applications will cause the constants

kt N/m 76 900 88 000 68 100 70 900 for optimal models to be slightly different. Therefore,
average values for the" constants should predict respunse

k 2 N 543 685 1 630 952 properties that reasonably approximate attual response prop.
crties.

c1 N/m/a 6440 7620 4010 6020
Figures 13a, b, and c compare the reasponse variables for

c2 N 1 600 1 300 4 050 2 aiO test B, using the average constants from Table 1, Figures 14a,
b, and c show the rsme type of results for test C, again using

c3 N 0 0 0 0 the average constants instead of the optimal constants for
that test,

a 1/m 78.7 78.7 78.7 78.7
Finally, Figs, 15 and 16 show the nonlinear spring and

81/m 78.7 78.7 78.7 78.7 damping curves calculated from Eqs. (11) and (12) for f,(z)
and f2(2), using the averaged constants from Table 1. TheMe

y' N 0 0 0 0 figures will be discussed In detail separately to interpret
the nonlineor properties and their effects on the form of

6 cm 1.96 1.96 1.96 1.96 Eq. (10).

e cm/s 1.52 1.52 1.52 1.52 The dynamic spring rate shown In Fig. 16 was found to
be almost linear (i.e., it had a slight softening property) for
value$ of IlXI greater than the dead band. The softening

technique can generate optimum constants for the mathe- term k2 tanh(cz) was retained (even though the spring rate
matical model, Figures I a, b, and c show the comparison of was nearly linear) because Its presence yielded :- smaller
the variables (relative displacement and velocity and absolute error variance than when (a) the linear term, kI, z, alone was
mass acceleration) for test A, using the optimum constants used, and (b) the superposition of a constant term (for
generated for test A. example, k0 , shown In Fig, 15) and a linear teem was used,

such as k0 sgn(z) + k, z. The value of k0 was taken as the
Agreement is sufficiently accurate in Figs. Ias, b, and c extended intercept of the elastic line to the force axis, and

to conclude that the mathematical model depicts the is analogous to a force which might be caused by prelosding.
behavior of the isolator for test A. The large oscillationa in However, It is not likely that preloading could exist if a
the acceleration trace of the real data in Fig. Ilc are attribut- bubble were present in the fluid, as evidenced by the exist-
able to experimental noise, since the measured displacement ence of the dead band. Instead, it is theorized that the k2
trace is differentiated twice to obtain acceleration. The tsnh(m) term served to shift the linear curve kz (shown by
pulse at point A in Fig. Ilc is the sudden actuation of the line OA in Fig. 15) upward and almost parallel to it by a
tanh(f3.) term (nonlinear damping) in Eq. (10) when motion force approximately equal to k0 . In this case, large changes in
is somewhat mild and the relative displacement has exceeded a caused very little change In error variance, because the
the dead band. Only linear viscous forces have been observed influence of a was almost eliminated by the existence of the
to be active in the dead band, where II z 6 < , The model dead band. The value of ct - 78.7 m- 1 (2.0 in.-2 ) was
would be more accurate if this pulse (point A) had occurred selected ftom trial and error more for convenience than as an
slightly earlier, to match the real data at about point B in the optimal value, since it could have ranged from 39.3 < a <
figure. Although no time was spent matching the slow 167.4 (1 < a < 4 in English units) without significantly
motion of the Isolator near the dead band with any greater changing the error variance.

J accuracy, it should not be difficult to adjust the model
for better agreement. For high.performance shock isolation, To some extent, the above comments are applicable in
accurate prediction of terminal motion around the dead band a similar manner to the viscous damping curve shown in
is unnecessary. Fig. 16. For example, this curve is nearly linear for Iz I >

25 cm/s (10 in./sec). The value of - 78.7 s/rm (2.0 sec/in.)
In Table 1, the average values of the constants (the far is analogous to a, but in this case, the error variance was

right column of values) are somewhat different than the somewhat more sensitive to changes in 0 because of the
optimum values found for test A. In particular, k2 is 75 requirement to fit the data in the velocity range below I I"

- percent higher, and c2 is 45 percent higher, As previously 25 cm/a (10 in./sec). Again the hyperbolic tangent term
discussed, the rather large changes in these constants are yielded a smaller error variance than the superposition of
attributable to the weighting effect of those values optimal a constant (co in the figure) and a linear term, such as c0
for test C for which the fluid temperature was elevated. sgn(.) + c1i. Here co sgu(i) is identified as coulomb friction.
Figs. 12a, b, and c show the effect of using the average It is recalled that the inclusion of a coulomb friction term
constants, using test A again for the comparison. The effect with the linear and hyperbolic terms, as given in Eq. (9),
is dightly less agreement than in the optimal plots for test A yielded an increase in error variance. This was probably be.
(Figs. I1a, b, and c). Thus, the theoretical solutions are cause the coulomb friction effect was largely accounted
stable, for in the hyperbolic tangent term, except in the range
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below I 1 51 cm/s (10 in./aec). Hence the two terms may difficult to predict Isolator performance. System.
not have been sufficiently independent. Nevertheless, the identification methods can produce mathematical models
hyperbolic tangent term yielded the smallest error variance, from experimental test data on individual Isolators. The
and was therefore retained, least-squares method of syrtem identification was used to

obtain a mathematical model of a liquid spring isolator,
Thane results were obtained from only three tests one which was selected because it provides near-optimum

of which was held with elevated fluid temperature. For the performance for shock Isolation.
purposes of this work, establishing mathematical models for

high-performance isolators from experimental data is Because preloading and dead-band properties affected

considered feasible, peak response values, some time was devoted to modeling
these effects accurately enough to duplicate large motions.
The only significant forces opposing motion in the dead band

5. CONCLUSIONS were linear viscosity and static friction.

The lack of reasonably accurate open-parameter mathe- Equation 10 gives the open parameter mathematical
rnaticeal models of typical classes of isolators makes it model developed for the isolator. Table 1 gives the optimum
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vaue of the parameters for each of the three teots, together The major conclusion of the study was that a reason.
with average values. ably accurate mathematical model of in isolator can be

found from a few simple teast, using system identificatio,
Agreement of the actual and computed responses (using methods. Design features which affect maintenance (such as

the optimized constants for each test separately) ranged from fluid leakage) can also be modeled. Substantial changes ia
very good to excellent, The two similar tests yielded similar • optimized constants yielded small changes in computed re-
parameters, with the largest single parameter difference being aponse, indicating some degree of insensitivity to production
approximately 26 percent. Using the optimized parametere hardware tolerances as well as mathematical stability of the
from one test to compute the response of the other caused model. The practical application of system identification
the agreement to deteriorate slightly. The test held at methods in the design of shock isolation systems appean
elevated fluid temperature caused large changes In the plausible. This approach could replace the in-place testing of
optimized constants, although average constants from all entire Isolation systems with aimplified tests of single "aos.
three runs still yielded good agreement with the test results, torn, and therefore should be significantly more economical.

APPENDIX A

LEAST.SQUARES SOLUTION FOR COEFFICIENT PARAMETERS

In Eq. (10), the Arabic parameters (kl, k 2 , c1 , and c2 ) For simplicity and clarity, let
may be treated as the unknown quantities to be optimized
using the least-squares method of system Identification. Y, - mij (Eq. A2)
Although other methods might prove more pro~ltable, the
least-squares method was basic and could be applied di- and
rectly. rey= -zuk1  (Eq. A3)

The constants denoted by lower-case Greek letters
(a and 0) appear in nonlinear factors that form the known In the leaat4quaros method, minimizing the squared differ-
coefficients (from experimental-response data) of the un. eone, or error, between y, and •t for all I yields the optimum
known constants to be optimized. The Greek constants values of the ki, Therefore, let
modify the nonlinear form of the known values in the (
matrix of equations to be solved, and therefore they 2S-
modify the form of the mathematical model. Thus the
Greek constants had to be adjusted by trial and error in where S is a constant. Setting the partial derivative of Eq.
this work. The Arabic constants are the unknowns to be (A4) with respect to each k, equal to zero minimizes S with
calculated. respect to each kj and produces a system of J simultaneous

linear algebraic equations of the form
The derivation for optimizing the Arabic constants

by the least-squares method begins by rewriting Eq. (10) as as (yt- t) at' - 0 (Eq. A5)

tnxm + zk - O (E,

(Eq. Al) Substituting Eq. (A3) into Eq. (AB) gives
i= I 2,..I., = 1, 2,.... 3

I;(yj+z ljkxzý) -0(Eq. A6)

where standard summation notation is used. Subscript t y1 (
denotes the ith time step of the digitized experimental For matrix computational purposes, Eq. (A6) is rewritten as
data. while subscript j indicates the term in the equation
containing the pth unknown constant. Total time steps I are I (
considered, with J total unknown constants to be optimized. t ziZki 1 zzY1 J
The jth unknown constant is ki. In any test configuration
such as that described in Section 2, m denotes the mass to be where zj is the transpose of zo. In matrix notation, Eq. (A7)
isolated, and kii is the acceleration of the mass with respect is
to coordinates fixed in space (that is, absolute acceleration,
as opposed to acceleration relative to the table motion). The [zT][l]lkF [ f]y (Eq. A8)

values of x, (i - 1, 2,...1) come from measured displacement
data that have been differentiated twice, and that therefore where (z] is aJ X I rectangular matrix and [az] is its trans-
contain some experimental noise. The ztl values come from pose. Theni k~ia alJ X 1 column matrix of the unknown

the nonlinear products of relative displacement, z, and constants, and lyIis an I X 1 column matrix.
relative velocity, i. They also include the lower-cawe
Greek constants as modifying factors, so to know the z Now denoting

values, one must know the Greek constants formed from
experimental data. [A] -(zT 1] 5 1  (Eq. A9)
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as a J X J matrix of known values from experimental data, The covaulance matrix, (V), Is J X J and indicates the
and accuracy and independence of the individual astlmnAlors

(the unknown constants to be optimized).This nmatris is

fbi" IZT Jf y (Eq. A10) calculated from the relation:IM as J X I column matrix of known value. from the data, [A V o'(I1 (Eq. A16)
the final form of the matrix equation to be solved Is whate# matricesareJ X J.andLI Iiunit diagonal. Hen

]. Ao 2 , and 111 are known quanttles, and I V) ] athe

!i [A]{kj-jbj (Eq. All) unknown matrix to be calculated, [ V] can be solved using
the same subroutine as used for obtaining1k jin Eq. (All).

Equation (All) is a well-known problem In matrix numeria vo
algebra, A suitable subroutine for solving Equation All The value of and the conditioning of the
for the column of conatantaf kcan be found in programming I V] matrix were continuously monitored through the trial.

literature and need not be diacussed here, Using such a sub. and-error procem of varying the form of the mathematical
routine. one can find the optimum Arabi- constants for a model and the lower-case Greek constants. As the model'srgoutn mathematical model of an isolator n /it Improves, the value of o2 decrease., and the principal

ndiagonal elements of [ V) irow significantly larger than

the off-diagonal elements. Then changes indicate good
The overall variance and the covartance matrix are conditioning and imply that the individual terms of the

highly useful for analyzing goodness of fit of a model to data. equation are independent.
The overall variance, 02 is obtained by averaging the mean
square error corrected for bias. The error, el, at each time Accounting for displacements, dead-band, and static.
step was used in Eq, (A4) and may be written in matrix friction effects requires minor condition statements in the
form u computer program. Usually relative motion was assumed

(or forced) to be zero whenever Iz1 <; 8 and I iI< e, but
St'y J-• (Eq. A2) eliminating many of the points where the relative motion

was zero produced a better-fitting curie. For example, in
Fig. 14a, relative motion owntially ceased between 1.50 we

where all three terms are I X I column matrices. Averaging and 2.12 me. If this portion of the teat were includes in the
the squared errors for all I provides biased estimate of the lestsquares solution, a good fit in this region would be
Variance, -02: obtained at the expense of less accurate fits of the more

significant portions of the curve.. Since getting a good fit of
12 <e> e (Eq. A13) the data for no relative motion wu trivial, the majority

of these points were eliminated.

ere <e> Is the transpose of e , or a 1 X I row matrix. Preloading was accounted for originally by adding the
Reducing I by the number of unknown constants, J, to be term -agn(z) to Eq. (10). In this case, -, was a constant
estimated renders the variance unbiased (02): coefficient, so the least-squares analysis ought to optimize

it automatically. The relatively small influence of this term
02 _" } (Eq. A14) in the (Al matrix (for this particular isolator) caused poor

conditioning of the corresponding diagonal element in the

If N is much largi;r than J, the biasing Influence will be [VI matrix. Therefore, the value of y - 0 was verified by trial
negligible, and error Instead.

APPENDIX B

TIME DOMAIN SOLUTION OF THE DIFFERENTIAL EQUATION

Comparison of the analytical and experimental results It became apparent, however, that distinct changes in the
made It necessary to superimpose the solution of the peak values of the response variables might be directly aio.
optimized differential equation on the real data, as done in ciated with cha~iga in dead-band and static friction, The
Chapter 4. Since computel storage and speed of solution solutions remained stable, in that small changes to the dead.
were not serious problems, a fourth-order Runge-Kutta band or static friction parameters yielded small changes in
algorithm [171 was used to solve the equation. This algorithm peak value. of the response variables. Since anything that
was selected for Its simplicity and common usage. affects the peak response values should interest duipnere of

isolation systems, the dead-band and static friction modiflcs-

In the leut4quamea solution for the optimized coeffi- tions were retained as special propertlee in the Runge-Kutta
cients, the response behavior in the dead-band and static solution.

friction had to be accounted for by special programming.
Both of these effects occur in regions of &mall relative dl.- In Eq. 10, both the linear and hyperbolic tangent terms
placement and low relative velocity, so they should be of (kI, + k2 tanh=z) for spring forces and the hyperbolic
trivial concern for high performance shock isolation systems tangent term (c2 tanhot) for damping forces were inactive in
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the dead band, where Il a 6. Hence linear viscosity (ci) waa I Summation index for time
the only dynaMIL force that opposed motion in this band. I Summation index for unknown parameters

Ik Constants, subscripted, for spring coefficients; also
Static friction effects were treated differently for used for general coefficients

initial and terminal motion. Relative motion did not begin m Mass
until the magnitude of the force applied to the isolator (in n Summation index for serio expansion terms
this experiment, F(t) - mi vas the applied force) exceeded t Time
Ssmall static force of Fit) - 91.6 N (20.6 Ib). For terminal u Table displacement I absolute)

motion, v 14,,n 1 I decreased to zero, the motion of the man x Mas displacement (absolute)
wu allowed to continue until lIl droppod below c - 0.0152 y Substitution variable
m/s (0.6 in./uec), The static friction force in each case was z Relative displacement
the same, and the average value of P. - 6023 N/rn/s A Substitution matrix
(34.4 lb/In.sec) from Table 1 was used, F Applied forces

I Maximum number of digitized time points; Aso used
Again, the only reason for considering dead-band and for unit diagonal matrix

static friction effects was because of their noticeable J Maximum number of unknown parameters
influence on peak response motions. This study made no N Maximum number of series exransion terms
attempt to model the motion near the rest condition in the S Constant
dead band with high accuracy. The Intent was to model T Transpose matrix symbol
effective conditions for those properties that would yifid V CovAriance matrix
conristent results and better accuracy for the peak values, Z Known variable matrix

The avwrage constants from Table I repeated below
reflected the modifications made to the solution 1
prog•'mming to account for displacement dead-band, static Known constants used in nonlinear factors
friction, and preloading effects. 6

e
70900 N/m
(405 bslin.) > Substitution variableio Standard deviation (o2 variance)

0 for Iz z 6 Z- Summation symbol
a Partial derivative symbol
I Rectangular matrixN for IzI> bColumn matrlxk•I:(214 Ibs) frI[

<> Row matrix
0 for Irz<6

REFERENCES6U23 N/m/s
S(34.4 bs/in./ce/ ) for alt z and i 1. Cunningham, W. J,, Introduction to Noininear Analysis
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or i < 0.0152 mi/ (0.6 in./dec) (terminal 5. Courant, R. and D. Hilbert, "Methods of Mathematical
motion) (stitic friction) Physics," Vol II, Partial Differential Equations (John
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Guide for the Design of Shock Isolation Systems for
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A GENERALIZED DERIVATIVE MODEL FOR AN ELASTONER DAMPER

CRonald L. Bagley and Peter J. Torvik

Air Force Institute of Technology
*, Wright-Patterson AFB, Ohio

A generalized derivative (fractional order) is used to construct a dynamic
stress-strain constitutive relation for the alastomer 3N-467. The desira-
ble features of this constitutive relation are demonstrated and the consti-
tutive relation is used to determine vibration time histories of a single
degree of freedom oscillator having an elastomer damper.

* NOHENCLATURE INTRODUCTION

SDi Energy dissipated in a unit volume of mater- The damping and stiffness properties en-
isl undergoing uniform, sinusoidal strain countered in elastotners undergoing steady-state,

sinuaoidal motion are generally described by a

D The operator notation for a generalized complex modulus with real and imaginary parts
derivative of fractinnal order z that are functions of frequency and tempera-

ture [1]. For a given temperature a typical
f(w): The Fourier transform of the applied elastomer exhibits distinctly different damping

force and stiffness properties ,a the frequency oi

sinusoidal motion is varield, Fig. 1 [2]. At
S, 0:j Parameters in the generalized deriva- low frequencies (the rubbery region), an elas-

tive constitutive relation tomer has relatively low and frequency indepen-
dent stiffness, and has relatively small damp-

ki stiffness ing that increases with frequency. At high
frequencies (the glassy region), an elastomer

k,kk Resulting stiffnesses from the genera- has relatively high stiffness that is again
uiszed derivative constitutive relation frequency independent and has relatively small

damping that decreases as frequency increases.
Li The operator notation for a Laplace trans- At intermediate frequencies (the transition

form region), the elastomer has stiffness that in-
creases with frequency and has relatively high

ml mass damping.

U: The maximum strain, energy stored in a unit
volume of material undergoing uniform, sin- rubbery transition glassy
u region region region

x(t),X(s): A displacement time history and its +
Laplace tfansform W-

Lastiffness
00

X (t),X1 (S)l The displacement time history for . .,

impulsive loading and its Laplace . i

so j damping
X(w): The Fourier transform of a displacement ,.

time history W

Ss: A parameter of the generalized derivative c j u
constitutive relation -

Increasing Frequency
c(t): a strain history

t a e sFig. 1. Typical Elastomer Properties,, o(t)i a stress history
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'The typical current practice is to incar- lirear. frequency dependent damping and stiff-
porate the properties of an elastumeric materi- ness. The generaLizod derivative of real order
al into the equation Of imLlun in the complex z, 0 < t < I, of the function c(t) is defined
frequency domain to be [7.1

ms(00) 2)(W f ki~w) =FMc (1) d%() It(t) 1 iiJ d L dt. (W V

dt* P(L-z) dt1
by substituting for k the complex number that d
represents the material properties at ambient
temperature and at the frequency of greatest rl-v) I e

5
Xx-dx (7)

interest, typically, a resonant frequency. f

20
m(tw) 25(m) + (iktagniw) k0 k)X(.,l) -. F() (2) The utility of this definition becomes more

sagf) .- *L, > 0 (3) apparent when one examines the Laplace trans-
form of the general ized derivative.

S- -l, ,= C 0 (4) /(D)c(t)) = szLlc(L) ().

This method of constructing the equation of mo-

tion is known as the "complex modulus method." LtLt) sL:(t)} (9)
Notice that the resulting equation of motion dt
has exactly the same form as the equation for a
single degree-of-freedom (DOF) oscillator with Notice that the Laplace transform of a genera-
"structural damping" [3]. lied derivative of order z yields a coeffi-

clent sz instead of the s that rm-ults when the

Unfortunately, this approach contains sev- Laplace transform of the first derivative is J

eral inadequacies, from a mathematical point of taken.
view. The first of these is that the equation
of motion has A non-causal response to impul- Generalized derivatives have been used by

sive loading, which erodes the credibility of Caputo to model frequency dependent damping oh-

any solution for a broad band input [4]. The served in geological strata. Caputo was suc-

second problem area arises if one attempts to ceasful in obtaining approximate solutions to

express in the time domain the equation ot mo- the equations of motion for an infinite, visco-

cion having Eq. (2) as its transform [s]. elastic layer with uniform, prescribed motion
on one surface [8]. Caputo has also solved a

-s(t) + [ir L sgn(u) + klx(t) , f(t) (5) moditied one-dimensional, viscoelastic wave
0 equation for unbounded regions where dissipa-

The inverse Four'er transforal of the Fourier lion was modeled with generalized derivatives

transform of the above equation will, in gener- [9]. In addition, Caputo investigated the na-
al, not return the original equation. The tore of hysteresis resulting from a sawtooth
equation mixes time and frequency parameters, strain history in a material where the damping

hence, any solution obtained with integral and stiffness were modeled with a generalized

transforms using frequency as a parameter has derivative [10].
no precise mirth.matical meaning. Caputo chose to use a slightly different

In spine of these mathematical weaknesses definition for the generalized derivative.

the complex modulus method yields acceptable dz I !t dc(r)10
results in some cases. The method predicts - c(l) = - dt (10)
steady-state, sinusoidal responses that are in dtt r(l-z) o d, (t-i)-
many cases in good agreement with experimental
observations. In addition some transient re- This definition, Eq. (10), and the definition
sponses can be closely approximated [6]. stated earlier, Eq. (6), are equivalent if

c(o) = 0. The followtng investigations deal
It cannot be denied that the complex modu- with mechanical systems excited from a state of

lus method is a valuable engineering tool; how- rest. Hence, the assumption that d(o) - 0 will
ever, a mathe-matical model tor elastomeric ma- be made in all cases.
terials with frequency dependent stiftness and
damping properties that is free of mathematical Caputo suggested a general constitutive
contradictions is desired. It is the objective relation far one di.nensional deformation, of
of the authors to present such an entity; the the form
generalized derivative model of an elastomer

t ndamper. * at) = cCtL) + d c(-) I r(l
r(l-z) o d (t-U) Z

CENERALIZED DERIVATIVES AS CONSTITUTIVE RELA-
TIONS C < Z < I n = 1,2,3 .....

The generalized (or fiacLional) derivative Here o(t) is the stress, c(t) is the strain and

is a linear operator that will be used to model ii and n are parameters describing the material.
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For n equal 2 and greater thid constitutive re- and

lation models material properties that are
strongly frequency dependent, 0(w146) and high- con W0 (t-s) coo wet coe Wou + sin o0 t sin weT
er. Such a strong frequency dependence is not
characteristic of the elastomer of interest (17)
here, thus a constitutive relation correspond- Then
ing to a much weaker frequency dependence is C
adopted, using a superposition of generalized lim De Xjs) W 0 t o 0  d
derivatives of the type presented in Eq. (6). t 0  -cJ gj

Jdi

0(t) -oo,(t) + i ---- L dr * 
walnut nut (18)

j-l r(I:-s dt t I s j Jsin Jo__ t sin wertdi

: (12 ) r(l-o ) t

The two Integrals in Eq. (18) are in fact the
or jFourier cosine and sine transformationa of -'j.

o(t) Go(t) + C j• {c(t)) (13) Evaluating these Integrals and supplying some
J=l trigonometric manipulation yields

l 0J(cosin wot) = wo Josin(wot !4 -0)'(9This constitutive relAtion will be used to mod- t.. 0 0 s tn
el the behavior of an elastomer undergoing

shear strain in the rubbery region and into the Thus, in the limit as t becomes large, we

transition region, and will hereafter be re- have
ferred to .s the RT model.

ai (t) . GooSin t
Before introducing the RT model into the t ). s

equation of motion of a single degree of free- (20)
dom oscillator with elastomeric damping, the + (0 )+
hysteresis behavior of the RT model will be ex- 1 o €osin(sot + ) 2
amined. To accomplish this, a sinusoidal J 0

strain history, c(t), starting at t = 0, will
be assumed and o(t), the resulting stress his- Since the superposition of any number of out of
tory, is calculated. First it must be shown phase sine waves can be expressed as a single
that the RT model produces a hysteresis loop, Fine wave, the existence of a hysteresis loop
and second it must be demonstrated that the is established, and that loop is elliptical.
struss required to attain this hysteresis loop, For positive Cj and zj, the stress does lead the
starting from rest, is physically realizable, strain, as one would expect.
The first requirement on aCt) is assumtd to be
met if a(t) becomes sinusoidal in the limit as To demonstrate that a(t) is a continuous
t becomes very large. The second requ:vement function, Laplace transforms are used. Taking
on o(t) will be assumed to be satisfied if it the Laplace transform of Eq. (15) produces
can be shown that the stress history i¶t a z
bounded, continuous function of time. u;a a

L(o(t)) = 000 + (21)
We begin by letring 2 + a +2w2 0

c(t) c osin uet , t > 0
0 0 t (14) Using a theorem (stated in full in Appendix A)

F(t) , 0 t < 0 that deals with existence of the inverse Laplace
transform, one can show that the inverse trans-

form, o(t), exists and that a(t) is a continu-
ous function for all time and that o(t) = O,

a(t) = C £sin u~ t
.(15) Since we have already indicated that

¶j _C d 1
t sin wo(t-') t(t) is sinusoidal for t large, and we now know

----- di that a(t) is continuous and a(t) ý 0, r <0, it
1=1 r(l-z ) dt -may be concluded that a(t) is bounded for all

0 time.

and note that Several parameters useful in the evalujatim

d t sin oCt-i) of the damping, or energy dissipation, may be
I d f t di computed. The total energy dissipated by a

r(l-z) dt 0 d unit volume of material undergoing a homogene-
ous strain given by Eq. (14) is

a t COS W Ct-r) (16) c(T) 2w/u°Sdr D ode = adt (22)
r(l-zJ) 0 T 0 o1
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S~ Substitution of Eq. (14) and (20) yields J 01j

: P d (t) k ox(t) + k J(X(t). (29)

D .o VC G 2 Jai (23 Using this damper to dampen the motion of sin- 2?
The maximum energy stored at any point In gle DOF oscillator with external force f(t) N

produces the equation of motion

CPmax
.U - a (z)dc (24)

where ai(c) is the portion of the total stress
given by Eq. (20) which is in phase with the 3Z7

0 0
strain. Fur £ C soin aot

2 Fig. 3. A Single DOF Oscillator Using

tU o + G I (25) an Elastomer Damper

Sm•(t) + W k 0 D IxC)) + kx(t) = f(t) (30)

Finally, the loss factor, n. can be com- Jtl
puted by dividing the energy dissipition per
unit volume by the peak energy stored per unit for the system shown in Fig. 3 where
volume, and introducing the customary factor ofi•>2•.k = ko 4 K (31)

D J z 1 The solution to the equation of motion for
2 0 =-=) (G the damped oscillator is dependent on the par-

ticular choices of J and , For the purpose
(26) of demonstrating that a solution to the aqua-

J+ jw° cos t I tion of motion can be obtained, and in order to

2 Jinvestigate the properties of such a solution,
we will consider a particular case* J = 1, and

We note that the unergy dissipated, the = or
energy stored, and the loss factor all display mi(t) + k DCx(t)) + kx(t) =f(t) (32)
a frequency dependence. For a material which

Scan be modeled by a single term, i.e., We apply the methnd of Laplace transforms to

determine the response x (t), to an impulsive
o(t) = G1 c (c) (27) loading, f(t) = 6(t). Taking

dt2
1

x(O-) i(O-) (33)

the loss factor is seen tn be
we find

an / , (28) C (s) (ms
2  

k + k)-t (34)

which is independent of frequency, as was noted
by Caputo [11]. where [12]

L-I( I)} l l i wlt

x (t) C i (5)Ca = ce + ce
THE RT MODEL AND DAMPING I

-rc (35)

The RT model will now be used to construct e k1 Wr

the force-displacement relation of a spring (mr2 + k)2 + 2 dk .
mass system containing an elastomer damper, ( r

where the elastomer experiences a one-dimension- Since Iw is complex with a negative real part.
al shear strain, Fig. 2. The force-displace- Sne f is ompex itheasnegtive re art,
ment relation for the elascomer damper takes the first two terms in the solution are expo-

the form nentially decaying sinusoids. For t large the
iCA,,) integral in the solution takes the form [13J

Fig. 2. A Damper Employing an Elastomer The solution technique for the more general
Undergoing Pure Shear Strain case, Eq. (30), is demonstrated in Appendix A.
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ri
-rtk- We have now demonstrated that the RT model

ta r leada to predictions which are correct in a ,-
F (mr2 , dr oral respects, The response is causal, a ainu-
o k) + soidal input leads to a sinusoidal response,

(36) and the stiffness (or modulus) and damping ire
S k'Itklr frequency dependent. It remains to be demon-: k2 dr . strated that the frequency dependence is char-

k acteristic of materials of interest.

e-rtk/ kl-(7
r k dr k THE RT MODEL FOR 3M-467

k2 r k2 t3/ 2  
The date iven in Fig. 4 are the observed

properties [15] of 3,-467 [16]. The material

Since the integral decays as t for large 3 properties are those for 23.9
0 C, however, not

and the other terms in the solution decay expo- all of the data given was measured at 23.9pC,nentially, the integral dominates the impulseExeintlmsumnsofh rprisof

response for large t [14]. 3M-467 were performed at numerous frequencies
between 320 Ne and 6100 He and at temperatures

t 5> H , xl(t) t-3/2 (38) ranging from -31.6 0 C to 93,30C. It was then
Sassumed that 3M-467 was a "thermo-rheologicall7
simple" material and the "temperature-frequency

Although not readily apparent, x (t) is a con- equivalence" principle was invoked to reduce
tinuous, real function where x (6) = 0 for the data to the single temperature of 23.9°C.

t e 0*. The resulting range oA equivalent frequencies
was from 10° Hz to 10° H= [17].

It has already been shown that sinusoidaL

strain in Lhe RT model produces sinusoidal The data from the first three drcades,
stregs. It remains to be shown that a sinu- 100 Hz to 103 Hz, were used to construct a
soidl, force acting on the system in Fig. 3 three parameter model for 3M-467 in the upper
produces sinusoidal displacements after trans- part of the rubbery region and the lower part
ients have died out. To obtain the displace- of the transition region. Let
ment time history of the elastomer damped os- z
cillatrr for sinusoidal loading applied at o(t) = 2(G° + GO )c(t) (42)
t = O one can convolve the forcing function
with the impuls.e response given by Eq. (35). The values of the parameters, Go, G, p and %I,

were determined by choosing initial values to
x(t) J f(t-r)x0(r)dr (39) match asymptotes and slopes and then making

0 iterative changes to parameters until an accep-
table fit was obtained. The final values for

t the material parameters describing 3M-467 were
Xs(c) = J sin w (t-1)xl(T)dr (40) found to be

0

Performing the integration in Eq. (40) and re- G = 5.5 x 104 Newtons/ (meter)2 (43)

taining only those terms in the solution, xS(t),
which do not go to zero as t becomes large G1 4.1 x l04 Newtnssec)' (ter)2
yields

itoC .iWto ZI .56 (45)

ce f -ce f
5> M xs(t) Re(u o + W a) For a sinusold strain history

-sot (41) c(t) = so eit (46)
e o klrk dr

+ Re( J 2- 2 3 the stress time history at large time takes the

0 [(mr + k)2 + k
2 r](r + io) form

S'oimt (7SU(t) .( 7
For t large, i.e., after the transients

i Fhave died out, a sinusoidal load is seen to pro- where
duce a sinusoidal response in the structure.
This prediction is, of course, essential if the *zi

RT model is to be used to describe real materi- G Go i-

als since sinusoidal loadings in experiments
conducted to determine the material properties The frequency dependent shear modulus, G, is tdi
lead to an observed sinusoidal response. real part of the frequency dependent complexSmodulus, G*, or

These properties of xl(t) are proven in = Re((5.5 4 4 )

Appndi A G e((.5x 10 )+ (4.1 xt 10 )(is),Appendix A.

hi
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the real part of the modulus into the imaginary

part of the modulus, or is even less successful is approximating the
Fgproperties of 3M-467. The linear viacoelasticlm (iw) I(50) model predicts a frequency independent modulus,

n = (50ReThe + t (ilu)la b d C' (52)theahe rean part obfre theunc modependeheimgiar

The same result is found using Eq. (26). The rte hnteosre rqec eednmouls an ire modulumodulus, and predicts a loss factor proportionalpredicted frequency dependent ato frequency,
quenvcy dependent damping, (solid lines) are
compared to the initias data in Fig. 4. The uG"
agreement is seen to be acceptable, both qual- pro

ptadively and quantitatively. rather than the (essentially) frequency inde-

The generalized derivative model for 314-467 ' pendant loss factor which• was observed.
uses frequency independent parameters, (oi leaand ri, determined from data taken in the time
domain, to correctly modet the frequency depen- CONCLUSIONS

dance of the sheer modulus, Gty and loss fac-
r, n, over three decades of frequency. Since The generalized derivative is a linear

the frequency dependence of C and n is correct- operator that has been shown to be capable of
ly modeled, the generalized derivative model modelling the frequency dependent stiffness and

can be employed to determine the response of damping properties in the rubbery region and
3M-467 under broad-band loading and response. into the transition region of 31-467. In addi-

tion, the generalized derivative was found to
If the properties of 3M-467 were modeled lead to an appropriate stress-strain law or

by a single frequency independent complex num- constitutive relation in that the stress time
ber as is the case for "strcctural damping" or history is well behaved (continuous and
the "complex modulus method," the observed fre- bounded) for sinusoidal strain. In addition the
quency dependence of the shear modulus, G, and stress time response to an induced sinusoidal
loss factor, n, would not be well modeled, strain was found to become sinusoidal for large
While the loss factor of 3M-467 is seen to be times.
quite insensitive to frequency, as in the com-
plex modulus method, the significant frequency When the model is used to portray an elas-
dependence or the modulus is not well modeled, tomer damper in a single DOF oscillator, 1i sin-

usoidal loading was shown to produce (at lt'rge
A standard linear viscoelastic model time) a sinusoidal time history. Moreover', the

impulse response of the elastomer damper was
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shown to be causal, as is necessary if respon- Lion to lie on the negative real axis of the s
sea to arbitrary loadings are to be computed. plane. Thus, the functions, sai, ane analytic
In this respect, the generalized derivative in the half plane defined by x > 0 and XI(s) is
Leads to models of elastomer responses which are analytic for x > C. Since Xl(a) is also real
superior to "structural damping" models for for real and positive s, one can conclude that
which impulse response is non-causal. The as- X)(s) satisfies the conditions stipulated in
aential mathematical feature of the generalized the above theorem. As a result, the impulse
derivative model is that it is a time domain response x 1 (t) is a continuous function ot ex-
model which properly predicts a frequency de- ponential order and x1 (t) u 0 for t < 0. Con-
pendence, rather than a model which mixes time sequently, x1 (t) is causal.
and the frequency parameter, as do the "struc-
tural damping model" or the "complex modulus Contour integration is employed to evalu-
method." ate the inverse Laplace transform

In summary, the generalized derivative a t

model describes the linear, frequency dependent xNf(t) f eJ 2(A-4)
stiffness and damping of 3M-467. When used to y-i. ma t d(s) -k

model the motion of a single DOF oscillator
with elastomeric damping, the mathematical in- The inversion integral is evaluated by
adequacies of the "structural damping" model or using the "residue theorem" [19] and the inte-
the "complex modulus method" are avoided. gration contour given in Fig. 5.

APPENDIX A

In this section, we present the method
used to obtain the response, xlCt), to an im-
pulse loading. The Laplace transform of Eq.
(30) for impulsive loading is

ms Xs(a) + i kjs X1 (s) + kX1 (s) = I .(A-1)
J=t

Let
J zj

d(s) = Z ksa (A-2) Fig. 5. Integration Contour to Evaluate
p1L the Inverse Transform of the

Impulse Response

(z are assumed rational)

Then the Laplace transform of the impulse res- 4 g(s)ds = 2•yrt B (A-5)
ponse is c n

P ~2 -X1 (s) = (ms + d(s) + k)- (A-3) Bn are the residues of the poles of g(s) en-

closed by thu closed contour, c. The contour c
At this point we wish to establish the existerce is comprised of six segments.
and the properties of the inverse Laplace trans- 6
form of XI(s). To this end we quote a theorem 4 gks)ds g(s)ds (A-6)
on the inverse Laplace transform [i8]. k=l f

"Let F be [a Laptace transfort,. and]
any function of the complex variable The integral along contour 1 becomes the inver-

a that if analytic and order !-k for sion integral as R1- and can be expressed as

all a (s = x + iy) over a half plane lim I f
x > a, where k > 11 also let F(x) be xI(t) R- R 2v -i
real when x > a. Then for all real t I (A-7)
the [inverse tranpform is] a real- i g
valued function, f .... Furthermcre lim w 21 J + n

f(t) is a contiauous function of ex- m k-2 n
!ponential order and f(t) = 0 whenk

t < 0," where

S(s) is a Laplace transform that is a g(s) = est)l(s) = (ms + d(s) + k) est. (A-B)
function of the complex variable a (s = x + iy).
The term d(s) in XI(S) contains functions xz1, To determine the inverse, we must evaluate 'he
0 < zi < 1, that are analytic everywheze except integrals along contours 2 through 6 and the
along branch cuts, which are chosen by conven- residues B
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The residues are generated by two poles of - PrP(cos5 0 isino)t]etisp
the transform at a iw and a 1---. The 10- , (Ods 0 e o
cations of these poles. iw1 and 1wl, are solu- 1 Od2 12em 10
tions of the equation 4 [w [P 0 + d(osa ) ÷k] (A-k7)

2 pi
ma + d(s) + k 0 . (A-9) a = = p(cos0 # isino) (A-18)

where d(s) is evaluated by using the principal is~
branch of sgJ. The residues of the poles are J-2120 lin Woo 

1  
do

evaluated using the limiting process [o a + d(pei) + kQ

)im (S- X Itt + d(s) +t k) e sr(A-10) V )-l-. _0
a-1w I t < 2 ... . . so

f [ ea • d(pe ) Q ktiWse I 1

S im i la r ly a P c • e d o
i rl 2m+ -lst - (ld(peio)I + p d2m o (A-19)

B (a- (S-iW m S d(s) + k) (A-I1) ?-V
2 ite lt• for P < P where

k -(jd(o*e. * 2 p m)= 0

Contribution from the segment of the con-
tour labeled "2" may be shown to go to zero in ePt 2w

the limit as R,-. 
< _e
--k - (jd(oe to)I a o2m)

g(s)ds f ex
5 

R( do + isine tl Re i ida
3 (R2ei20m + d(Reie) + k)) lim et20 to 0 (A-20)

(A-12) ° P - (jd(e) + "2I)

s a ReLe = R(coso i isine) (A-13) -f

Is lir f expop(cose + tsina)ttpe i. do 0 + iO
1 + extn +O [p2e 2a m ÷ d(Pe ) + k] (A-21)

U ER
2

e
1 2 0

m ÷ d(Re
1 0

)J+ k

10 Hence, the contribution of the integration on
< -XPF•-Rcoso2 + isino)tlp d contour 4 is zero.-- 212 d(eO)+

is , d(Re ) + The evaluation of the contribution from•

segments labeled 3 .nd 5 are given below. On

f ey' R dO contour 3 .5 = re"and on contour 5, s - re-

R 2 m -- (Id(Reto)I . k) (A-14) Thus

f g(s)ds + f g(s)d•sfor R > R * where f f .'

m - (Id(R*ei )I + k) 0 (A-22)

-f e -rt

< e-o R) • dr
2m mr 

2 
+ d(ro (. ) + k

-R - (IdVReo)j + k) r

R.- 2 to 0 (A-15) 2r dr-r kurn eYtR (i-o) S A-5 r2 +- dire i) ÷

I rm - (d(Re )I - k)

lir nxp[R(coso + isino't] It should be noted that

R..do220 t = 0 + 10 ix is
R- [R2 eiom dO VIZ'o (A-lt) d(re ) i d(re' (A-23)

Similirlyp the integral along contoui 6 can be but rathert that

shcnn to be Ze~o. d(rei") = d(re-o ) (A-24)

The contribution from the contour labeled
4 can be shown to be zero, in the limit as o-O. and the sum of the two integrals will not vanish

Combining the contribution from the
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residucs with that from the last pair of con- i1. Ref. 10, p. 634-639.
tours, the impulse response can, be expressed as

12. Ref. 9, p. 54-55.

S 2t) J-rt .13. Erdelyi, A.j Asyptotic Ex ansion&, Dover

0" mr d(re ) + k . Publications, New York, pp. 29-33, 19%6.

1 14. Ref. 9, p. 55.
- 2dr (A-25)

mr dcre a) + k 15. 3H-467 Material properties provided by
USAF Materials Laboratory.

iW. t iw t

+ ce .÷ce 16. 3M-467 is produced by Minnesota Mining and
Manufacturing, Minneapolis, Minnesota.

This Integral may be evaluated for any
operator d(s) of the form given earlier. From 17. Jones, D. 1. G., "Temperature-Frequency
this, convolution may be used to determine the Dependence of Dynamic Properties of Damp-
response of thd single degree of freedom systnm ing Materials," J. of Sound and Vibration,
to any broad-band excitation for which a 33(4), pp. 451-470, 1974,
Laplace transform may be evaluated.

18. Churchill, R. V., Operational Mathematics,
3 ad., McGraw-Hill, New York, N.Y., p.
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SHOCK RESPONSE OF NON-LINEAR SYSTEMS
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The response of many practical systems to shock excitation resulting
from a drop on a hard surface can not be predicted adequately by sim-
ple linear elasticity and damping models. A more realistic model
consisting of a mass between two preloaded non-linear (cubic elasti-
city) springs and restrained by a Coulomb and viscous damper is
proposed. An approximate quasi-harmonic solution of the non-linear
differential equation of motion of the model whereby both amplitudeS~and phase are time dependent, enables a study of th3 motion during

the first half cycle (pulse) after collisiorn . Fomulae are developedSfor calculating peak acceleration, rise time, p,,jlse duration and max-S~imum deflection. These are compared with corresponding formulae of
)L' special cases for which exact solutions are known. Acceleration versus

time pulses are classified in accordance to pulse shape, e.g. sawtooth,
halfsine and trapezoidal, as a function of system damping. Although
the model is intended rainly for quantitative design in packagingSengineering problems it is suitable for studying general shock isolationil problems as well.

INTRODUCTION It is well knowi that damage sensitivity (fra-
gility) of many products is a function of peak

The response of many practical systems to acceleration, doration and shape of the first
shock excitation resulting from a drop on a rel- (first half cycle) acceleration time pulse from
atively hard surface (substrate) cannot be pre- the instant of contact with the substrate (4.51.
dicted adequately by simple linear elasticity The influence of preloading [6] the system is,
and damping models. Mindlin (1] investigated however, less recognized. The popularity of
extensively the response of undamped spring mass linear ealsticlty and viscous damping models is
systems with different elasticity functions to due to the simplicity of the mathematics
shocks resulting from free fall drops. He also required for solving the equations of motion of
invostigated the response of a Kelvin model such models. Unfortunately, many practical pro-
(vihcously damped linear spring mass syý.tem) to ducts exhibit non-linear elasticity as well as
drop shocks. Comparing the shock acceleration combined viscous and dry friction (Coulomb)
time pulses of an undamped linear rass spring damping characteristics. The application of
system to the pulse of a Kelvin model, Mindlin linear models in such cases may lead to signi-
found that the addition of viscous damping ficant discrepancies between the model and
changes the undamped sinusoid of the simple lin- reality. In this article we shall endeavor to
eat spring mass system into a damped sinusoid analyze a preloaded single degree of freedom

iwth shorter pulse duration time and increased system with non-linear elasticity and combined
F initial phase. Mustin [2] describes a procedure Coulomb and viscous damping. In particular, we

for calculating the peak acceleration and maxi- shall develop formulae for calculating peak
mum strain of a cushioned item resulting from a acceleration, pulse duration, and maximum
free fall drop for different cushion elasticity deflection of such systems resulting from a free
functions in terms of a "Cushion Factor" due to fall and impact with a hard substrate. The sys-
Jansen [3]. This cushion factor is a ratio of tem to be considered is schematically illus-
the peak stress developed in the cushion to the trated in Fig. 1, The mechanical model consists
energy stored per unit volume of the cushion. of a mass M contained in an infinitely rigid
Practical application of this procedure requires frame and restrained by two massless non-linear
the ability to measure the instantanenus energy ("hardening") springs, a dashpot and a dry fric-
stored in the cushion which is not an easy task. tion damper, Shock excitation is achieved by
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Fig, I - Mechanical model of a preloaded single degree of freedom system
with cubic elasticity and combined Coulomb and viscous damping.

letting the rigid frame free fall through a initial spring rate and hardening coefficients
distance h whereby it hits the substrata in a of the system are equal to the sums of the
perfectly flat drop. respective values of the two springs:

The main practical applications of the o - Ki( + K2 and r r rI + r2 provided that
model are intended for packaging engineering both springs P - never unstressed. Thus, the
design problems. However, the model is general influence of 'ading is imbedded in the para-
enough for other applications as well. In pack- meters K nd the systJm may be analyzed
aging problems the model may represent a cush-
ioned item in a rigid container or a dropped as a single :e of freedom system.
pallet-load of shipping containers. The lower
spring would represent the lower cushion or the
most heavily loaded containers in the bottom of EQUAlION OF MOTION
the stack, the mass represents the dead weight
of the stack of containers on top of the bottom Suppose that now the rigid frame is

containers or the cushioned item, while the dropped from a height h, free falls and hits

upper spring represents strapping forces and the (substrate) in a perfectly flat drop. We

elasticity of the upper containers in the stack want to examine the response of the system from

or an upper cushion on top of the cushioned the instant of contact with the substrate

item. The dashpot and friction damper repre- onwards. As long as the frame remains in con-

sent the combined energy dissipation capabili- tact with the substrate, i.e. there is no

ties of the system. For the force deflection rebound, we have the following equation of

characteristics of the springs we choose cubic motion for the relative motion of the mass M

elasticity of the form: with respect to the frame:

F = (X + rX3,) MX+ rX3+ CA + Ff sgn(ý) 0 . (2)

where K% represents the initial spring rate, The conventional single and double dot notation
will be used for the first and second time

dF when X - 0 and r is the hardening spring deri.atives of the relative displacement of the
dX mass M with respect to the frame. The other

coefficient. It can be shown that no general- symbols are described in the notation list.
ity is lost by such a choice since by proper There is no exact analytical solution for

choice of Ko and r it is possible to obtain an equation (2); however, an approximate solution
can be obtained by using the "Linearization

adequate fit to most practical force deflection Principle" due to N. Kryloff and N. Bogoliuboff
I curves. It can also be shown that the combined [/] whereby i quasi-harmonic solution of the
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form X Acos(w0t + 0) satisfies equation (2) By introducing the notations (13) through (18)
to within accuracy of r . Thus, for small val- w a rt qain 7,() 9,(1 n
uos of r, the approximate solution Is very near (12) in a dimensionless form to enhbnce the
the exact solution, whil i the results for reli- anlss fth sytm
tively large values of r~ are well within the
accuracy required for engineering problems,.13
The quasi-harmonic motion is periodic, but A~
unlike in true harmonic motion, hoth the ampli- 2
tude A and phase 0 are funstIons of time rather P - rX b /K0  (14)
than constants, The Kryloff-Bogoliuboff method DaC/2Mw0  (15)of linearization consists essentially of trans-
forming a non-linear equation of the form:F/X(6

MY~ KO + rtI.A,AJ 0 =3 0ob

n~ ~ ~ = /W(17)

into an equivalent linear equation (4): A

MX -Ai +KX =0 (4 = X/Xb (18)1

whe f(X,i) must be an odd function and the Here Xb istemAmlprisberltv
para' Aers A and K are defined by equation (5) displacement of the mass M with respect to the

and () as:frame, say bottoming deflection of a cushion or

-r 2nl a container deflection causing unacceptable
' - f(Arosf, -Aw~sina)sin4'd1 (5) damage to the product Inside. Equations (7),
0 (8), (9), (11) and (12) are then respectively:

K Ko+ g f(Acoso, -A(.0siniP)coW'9i0 (6) csq (9

(n ._ o(D (20)
Here is a dummy variable of integration. Ft
The quasi-harimonic solution then takes the
form:K

X Acos(wt + ~) Acosý (7) '5'- + P )21

where: w ,M(20 + La) (22)

dA AA (B) K K (I + 3 IJ (23)

dt(9) The parameter X may be considered as the energy
dt VMdissipation coefficient of the system while K

is the equivalent spring constant in the lin-
It can be seen From equations ()and (9)1 that earized system. The dimensionless frequency
both the amplitude A and frequency of oscilla- ratio n Is readily derived from equation (21)
tion w~ are functions of time. In our case, we
have, from equation (2): _-3., ~(4

fXX 3  C +* F (10) vO/M

Inserting equation (10) into the integrals in Equation (20) may be rewritten:
equations (5) and (6) and performing the inte- 1 d
gration we have: Id OfD+2a(25)

-r 2H1 (_os 3ýsiný - 12.

0 r (11) Performing the integration we have:

+ sgn(i)sin0) dib -C + _F 1 lC L~a)

K 0  r2H1 34 CAw

(A ro F-~i~c Denoting the undamped amplitude ratio (when
+Ff snXcsda= +Ar

2  
, (12) t 0) by A,, we find the constant of

4
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integration C1 : familiar expression

9(27) - ES, or A, a'2WhK
C1 - o ln(Dwo + ) IT

After some algebraic manipulations, equations SOLUTION OF THE LINEARIZED SYSTEM
and (27) lead to: The displacement, velocity and accelera-

A a Ae-ot 2a -Dw 2 tion solutions of the linearized system repre-
- U60 - e oD (28) sented by equation (4 witb_1;he initial condi-

tions, t a 0, X - 0, V2igh considering A
Equation (28) Indicates an exponential reduc- and K as constants, are well known from elemen-
tion of the undamped amplitude Ao as a function tary shock and vibration theory, namely:
of time t. viscous damping ratio D and natural
Initial frequency w.of an equivalent simple (4
spring mass system with spring ratio Ka. The X ( Ft) (34)
damped amplitude A is further reduced y the
Coulomb friction parameter o. Note that when
.a v 0, equation (28) is reduced to the familiar Wt
expression for the logarithmic decrement of a 2cos(V wt 6) (35)
Kelvin model (viscously damped linear spring). c
To find the initial undamped amplitude ratio F 70

we take the first time derivative of equa-p ~ ~~t~o~n (7) to obtain the velocity X: X e-co(lB wt ,(6

dA d
T tco* A~tj-slni' (29)

At t nHere a is the combined viscous and G)ulomb dam-
At the instant of collision with the substrate, ping ratio (equation (37)) while 6 and y are
after the free fall from a height h, we have: the phase anales of the velocity and accelera-
t - -X 0 t = 0 A - A0 =2gh. tion (equations (38) and (39)).

Inserting these initial values in e~quation (29) c0 + = • 1 (37)
and making usc. of equation (21), we obtain:

4
tgi 6 )= (38)

This may be transformed into a dimensionless
form by dividing both sides of (30) by Xb: 2

tgy 28 -1 (39)

E 2 (1 + 3 2%r~ (31) 20V~8
40

Now Es is a dimensionless shock excitation Using the definitions of equations (18), (24),
parameter defined as: (32) and (33), we can rewrite equations (34)

and (36) in the nondimensional form:

Es 2 F (32) 60 e n wot (40)= boo =snn- t) (40)

Solving thc quartic equation (31) for t., we -

obtain the expression for the undamped dimen- n2wo2AoetBnwt cos(n 1-8-aWt + Y)
sionless amplitude ratio: (41)

A,+ 3wE5  - 11 (33)

Here, wo and Ao are independent of time and
Notice that i in equation (33) is undefined \F d o r
at .j - 0, however, it can be seen from equation
(31) that in the linear case we have the tively, while n and a are time dependent
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uantities given by equations (24), (28) mnd these values In equations (37) through (41) and
37) respectively for any time t. For heavily (43) through (46) enables straight-forward cal-

damped aystems, the motion is ion-oscillatory culattons, albeit of somewhat lesser accuracy.
and the maximum value of 9 occurs at t - 0
decaying with time to zero. The value of this
initial relative acceleration go is Gbtained by LOMPARISON OF RESULTS WITH EXACT SOLUTIONS FOR
setting t e 0 in equation (41): SPECIAL CASES

no 2w2o 2A . N indlin M1 obtained exact solutions for ..........
co 2BEs2no (42) the following special cases:

a. Undamped linear spring (D e case, whe)=+2--; (D ) 2a b. Kelvin model (Ij - a - 0)

aO ec. Linear spring with Coulomb damping0A - o - 0)
In lightly damped systems the mfotion is oscil- (d Unap 0•rn ihcbceatct
latory and the maximum values of relative (

accelerations Lm occur at times greater than For the assessment of the viability ýf our
zero. These times may' be found by setting approximate solution, in the genera) case. when

S=0 as well as the third time derivative D• -A 0.(x- 0 and iu 4 0, we shal I compare our

0• , respectively. These rise times, tml, results of maximum displacement and accelera-.
for maximum displacement and tm2, for maximum tion for the above four special cases, with
acceleration, are given by: the exact solutions of Mindlin,

tg(nml 1  , OM2wotml) O (43) Case a. D . a -P =0

We have 8 m 0, n = 1. Equations (45) and
(46) reduce to: em a Lo . Es and

t9mn m2 Wotm2) em Ao = W 2Es Using Mindlin's notation:

(44) do=-~ adG 2_(l- 48•2) •44) do= EsXb and Go=u2EsXb/g, we obtain the
(I- 482 2) ' 0 m2 E

Bm(3 4B- 2 ) the familiar exact solution:

These times, together with their corresponding d o (47)
values of Am. nm and 0 , must simultaneously

satisfy equations (24), (28) and (37) as well (48)
as (43) oi- (44). Thus, we have in each case Go = V (48)
four simultaneous independent equations and
four unknowns timj', a$ nm and 8m# which may be Here, W = Mg, do is the m3ximum deflection of
found by simultaneous solving equations (24), an undamped linear spring mass system dropped
(28), and (37) with (43) or (44) as may be the from a height h and Go is the corresponding
case. maximum acceleration in number of g's on themass M.

For computerized calculations, a solution
of any desired accuracy is possible by an iter-
ative process of successive approximations with Case b.0
the initial value of

Sm8 D, n = I. Equations (45), (46) and
wt =2 . The maximum values of the relative (42) reduce to:

2
displacement, em' and relative acceleration are
then given by equations (45) and C46) respec- Em = Ese Dtml (49)
tively:

E A e'Smlnmlwotml (45) Em = wo2 Ese'D- tm2 (50)

2 26 e'Bm2em2wotm2 (46) -o .2DEo2 k51)
Lmfl)m2wo 0 tmWom 500~l

An alternative method is to assume that during Here, the times tml and ta2 are ootained from

the first half cycle L = A " A , n m = no, equations (43) and (44) by setting B D and
3 BT = 8, remain constant. gubstitutionof 1 1. Using Mindlin's notation once agaip:
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Gm emXb/g when t 0 0, and Gm 9 oXb/g when RES
t O, while dm CmXb. Thus. tg(wotm2) (56) (601

Sdm Similarly, equations (56) and (57) may be
dm •otml (52) approximated by (61) and (62):

GmL 2c flEs
when t 0 0: L 2D (53) Cm Ese •TEs°tml- Ese'ffrarctg(. -)

G (61)
_

D e'•Otm w54 Em •oe" •Es •
when t tm2: e e tm2 (54)G Q (62)

Equation (52) is the familiar expression for 0 2 Ess r S
the logarithmic decrement of the amplitude of
a viscously damped spring mass system while The corresponding exact expressions developed
(53) and (54) are identical with Midnlln's by Mmdlin are:
results. b m Mlnd a 2 (63)€m -\ Es 0,2 - (6 3 )

CAse c . D - 0 0
e m M O Es WON o(64)n 1 AO Es, 8 Lo From equation 4

(20) for D a 0 we hve: dA/dt - - r-o
The grejhs it Figures 2 and 3 compare equations

which by direct integral:ion leads to: (61) with (63) and (62) with (64). It can be
seen from the graphs that good agreement exists
between the approximate solution and Mindlin's

A -Es - 2ot (55) exact solution, j

In this case, equations (45), (46) and (42) Case d. D = 0
reduce respectively to!

21 2a When 8 0, and n no, equationE (45)
Em = Ese (•00 tml )/(Es - 7 otml) (56) and (46) reduce to-

Es
2a e •-to2my'2at em ' =o (65)Wm E o2se ( -W°tm2) (Es nom)(57)

22 2 2(of
W c 2 m "q o 0 c w o A = , r ( 6 6 ,

9 o ' (58)
Using Mindlin's notation:

The times tml and tm2 in equations (56) and

(51 may be obtained by simultanoour solution B 4Whr = 2iE 2 (67)
of equations (56) and (43) or (57) and (44) K2

respectively, A solution is possible by an
iterative process of successive approximations. We may transform equations (65) and (66) into
However, for lightly damped system an approx- the form;
imati an is feasible, whereby a direct analy- dm4 ltical solutlon is obtained. During the first = =3 F[ + - 1] = (68)

half cycle L& t- EVA v ES (if a is small), F2

and a i-. -< 1, permitting equations (43) Es Gm. fl0  " 3+

H2 1 + 2i3 8 i~( 69 )
and (44) to be approximated by (59) and (60)
respectively:

nEstg(Wtl) - (59)
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These can be compared to Mindlin's solutions
for this case: D +

d o 2a 1

o 40

dm Po D + (79)

G - + ) \4~(70) A"+ 2 'A80

00

3 2 (1

The approximations in equations (68) through no= 1l + T PAO (81)
(71) a:'e justified when the dimensionless
parameter B is much greater than unity (l< B).
Comparing equations (68) with (70) and (69) Since most of the mechanical systems (including
with (71) we find that our approximate solu- packaging systems), are usually lightly damped,
tion underestimates the maximum displacement, the set of simplified equations (72) through
and acceleration ratios, by a factor of (81) may serve as a handy tooi for the designer.
approximately 0.903 and 0.553 respectively for
very large values of the parameter B, The We are interested mostly in the first half
underestimation is only 0.967 and 0.883 when cycle of the motion, I.e. the relative dis-
8 = 1. Both results approach identity with placement and acceleration pulses of the system
further decrease in the parameter B. This is immediately after contact with the substrate.
consistent with the basic limitation of the Note that tml and t,2 are the rise times of
Kryloff-Bogoliuboff solution of the differen- these pulses. Comparing equation (74) and (75)
tial equation, whereby the accuracy is propor- we find that the acceleration pulse rise timeIBKo2\

n t ---. is shorter than the rise time of the displace-
ment pulse. The difference vanishes for
undamped systems when 8 0. Both rise times
are decreased by increasing damping. To find

Simplified Formulae for Lightly Damped Systems the total duration time of the displacement
pulse 1 d and acceleration pulse Ta, we set in

When the damping ratios D and a are small,
say smaller than 0.2 (ý2 < 1), we may approx- equation (72) and (73) t Td' t Ta respec-
imate A A and equations (40) and (41)as tively, Since c 0 when )OWOTd IT and E = 0
well as (43ý through (46) may be reduced into when PoWoTd + y = h
simplified forms respectively: 2

systems:

c e •oe 3 n°•Qi o sin(no wot) (72) (
Tdivr (82)

o2 e2 o ' Bo no wot n
nfA coS(n wot + y) (73) T - arctg(- 2--) (83)

a now0
= arctg (74)

00 0 As s > 0 and ia < -d' we find aga'n that the
S1_ acceleration pulse duration time is shorter

t2 arctg 3a) (75) than the displacement pulse. The difference is
o proportional to the combined damping ratio B

and vanishes when t'a system is undamped 0

m= A0 e a0 (76) (00 = 0). Notice also that both Td and T. are
shorter for non-linear systems than for linear

2 2 ae Barctg(l/3Bo) systems by a factor:22n 0 (77) 4 ArI
0m 0 0o eo I/no V -

Here, y, 60, and A are given by: Thus, the pulse duration time is reduced both
by increasing the nor-linearity of the spring

- (78) and drop height.
tg15
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CONCLUSION was shown by equations (82) and (83) that the
acceleration pulse duration time T is shorter

[ -A mochaitical model simulating drops of than the corresponding displacement pulse time
F -cushioned items in containers, consisting of a rd, the difference is proportional to the dam-
V mans contained in an infinitely riqid frame ping ratio 8 and vanishes when so a 0. From

and restrained by two preloaded massless non- equations (A) and (75) we conclude that the
linear springs, a dashpot and a dry friction same is true for acceleration and displacementSdamper, was introduced. The differential pulse rise times. It can be shown also (from
equation of motion of the system from the equations (82), (74) and (83), (75)) that
instant of collision onto a hard surface after Td - tml . tml and Ta - tm2 tm2, i.e. both
a free fall from a height h onwards was solved pulses are not symmetrical as rise times are"by the "linearization principle" due to shorter than decay times. The difference is
Kryloff and Bogoliuboff [7]. This method proportional to the damping ratio So. Thus, we
affords an approximate quasi-harmonic solution have symmetrical and Equal duration displace-
of the non-linear differential equation of ment and acceleration pulses only when damping
motion with accuracy proportional to the is absent. Finally, it was shonii that both
deviation of the spring force-deformation pulse duration times are shorter in non-linear
curve from linearity. The study of the quasi- (hardening spring) systems than in linear sys-
harmonic motion whereby both the amplitude and tems,
phase are functions of time, was facilitated
by solving the "linearized" equation of motion For medium damped systems, the initial
as if it were an ordinary linear differential accaler~tlon and maximum acceleration during
equation. Particular attention was directed the pulse period are approximately equal; thus,
to the study of the motion during the first such systems are characterized by trapezoidal
half cycle, e.g. displacement and acceleration acceleration versus time pulse shapes. Pulse C
versus time pulses. To assess the accuracy of in Figure 4 is a representative example. To
the solution, a comparison of results with find the damping ratio Bo when E. - Em, we
special cases for which exact solutions are recall that during the first half cycle equa-
known was conducted, It was found that the tions (44) and (46) may be approximated by:
general equations of our approximate solution
converge to the corresponding exact expressionsl2
found by Mindlin [1', for undamped and vis- tg(no Wotm2)
cously damped linear springs, while deviation
from the exact solutions for friction damped
linear springs and undamped springs with cubic (
elasticity is well within requirements for 0,(3 4S,2)practical engineering problems. For expediency
of calculations in practical problems, simpli-
fied approximate formulae were developed sepa- 2 2 -nowt 2
rately for lightly, medium and heavily damped n0m nw Ace ofo om2 (85)
systems. These provide a ready to use tool for
conservative desin',. It 'as found that for
heavily damped systems maximum acceleration is Introducing wotm2 from equation (84) into equa-
reached at the instant of collision, falling tion (85) and equating equations (85) and (42)
off to zero with time, Such systems are char- yields:
acterized by sawtooth acceleration versus cime
r'' 1ses, with the initial maximum acceleration -(l 4•o 1 B

rectly proportional to system damping, (5), ln(2$o) arctg 2
shock excitation (E,) and wc, i.e. inversely " \ °2 Bo(3 4B2)
proportional to the is. ulse A in Figure 4 --
is a representative example. For lightly (86)
damped systems, most comon in practice, maxi-
muom a(.eler-'ion is reached during the first equation is
half cycle puriod while the initial accelera-
tion i1 comy:ratively small, Such systems are 6o 0.475. Curve D in Figure 4 is a represen-
characterized by half sine acceleration versus tative example of an acceleration pulse when
time pulses. Pulse B in Figure 4 is a repre- the system is damped by this trade-off value of
:entative example. The graphs in Figures 5 50.
and 6 comprise examples of equations (76) and
(77) respectively for representative values of Increasing the preload of the system by
E a and D. From these we may conclude that increasing precompression of the springs
for lightly damped systems, increasing the decreases the values of Xb, ji, a and D, while
non-llnearity of the springs 61) increases K., r and the product KOXb are increased. Rig-
maximum acceleration Em and decreases maximum orous mathematical treatment of the influence
displacement em, for a certain set of values of varying precompression is outside the scope
of Es, a and 0. Increasing shock excitation of this article. It can be shown, however,
Es increases both cm and E, while Increasing that the net effect of increasing precompressiondamping (a, 0) dc.reases both Em and Em. It is a "harder" spring with reduced nonlinearity.
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Fig. 6 -Maximum relative acceleration versus spring hardening ratio (Equation 77).

Usually this results in shorter pulse duration dm - maximum deflection of a viscously damped
times and increased values for maximum accel- linear spring mass system
eration and displacement (ým, Em). Thus,
increasing precompresslon is usually harmful in Es - dimensionless shock excitation parameter
shock isolation problems while the inverse pro- F - combined spring force of the system
blem of assuring activation of inertia mechan-
isms may benefit by increased precompression, Ff - friction (Coulomb) damping force
Note also that excessive precompression, on its g - acceleration of gravity
own, may have a damaging effect on the product.

Go - maximum acceleration in g's of an undamped
linear spring mass system

DEFINITION OF SYMBOLS*G - maximum acceleration in g's of a viscoiisly

A - relative displacement amplitude, or maxl- damped linear spring mass system
mum spring deflection h - drop height

B - Mindlin's dimensionless parameter for Kl, K2 - initial spring constants of lower and
undamped cubic elasticity systems upper springs respectively

C - viscous damping coefficient Ko - combined initial spring rate constant of

D - viscous damping ratio the system

do - maximum deflection of an undamped linear K - equivalent spring constant of the linear-
spring mass system ized system

___________________M - mass
*Unless otherwise stated, symbols in the text

subscripted by o indicate initial undamped val- r - combined spring hardening coefficient of
ues of the variables, at the instant of colli- the system
sion (t 0).
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r1 , r2 - spring hardening coefficients of -o natural angular velocity of an equivalent
lower and upper springs respectively linear spring with spring ratio K0

t -time (%o= r

tm- displacement pulse rise time

tm2 acceleration pulse rise time

W - weight REFERENCES

X -relative displacement of mass M with
respect to the frame 1. Mindlin, R. D., "Dynics of Package

Xb - maximal permissible relative displace- Journfl, 24, pp. 353-467, July-October 1945.
ment of the mass M with respect to the
frame 2. Mustin, G. S,, Theory and Practice of

S- Coulomb friction parameter (dimension- Cushion Design, The Shock and Vibration

less friction damping ratio) Information Center, U. S. Dept. of Defense

8 - combined viscous and coulomb damping1. ratio 3. Janssen, R. R., Packaging Review, Vol. 73,
T3ml - combined viscous and Coulomb damping No. 7g, p. 38, March 1953.

ratio at the instant of maximum dis- 4. Kornhauser, M., "Prediction and Evaluation
placement of Sensitivity to Transient Accelerations",

Bm2 - combined viscgus and Coulomb damping J. Of Applied Mechanics, pp. 371-380,

ratio at the instant of maximum accel- December 1954.
era tion

5. Newton, R. E., Fragility Assessment Theory
y - acceleration phase angle and Test Procedure, A publication of MTS

Systems Corporation, Box 24012, Minneapolis,6-velocity phase angle Mneoa
Minnesota.

A - dimensionless relative displacement
amplitude ratio 6. Zell, G., "Vibration Testing of Resilient

Package Cushioning Materials", Picatinny
rati d rArsenal Technical Report 3160, August 1964.ratio

Am - maximal relative displacement amplitude 7. Kryloff, N. and Bogolluboff, N., Introduc-
ratio tion to Non-Linear Mechanics, Princeton

c - dimensionless relative displacement ratio University Press, 1947 (Fifth printing 1959)

- dimensionless relative acceleration

-•M maximum dimensionless relative accelera-
tion

c Fo - initial relative acceleration at
collision (t - 0)

o - phase angle

X- energy dissipating coefficient of the
linearized system

S- dimensionless spring hardening ratio

Ta - acceleration pulse duration time

td - displacement pulse duration time

0 - dummy variable of integration

- total phase angle
n - dimensionless frequency ratio

nml - dimensionless frequency ratio at the
instant of maximum displacement

na2 - dimensionless frequency ratio at the
instant of maximum acceleration

w - angular velocity

157



DYNAMICS ANALYSIS

STA3iLITY ANALYSIS AND XESPONSE CHARACTERISTICS OF

TWO-DEGRXE OF FREEDOM NONLINEAR SYSTES*

N. Subudhi and J. R. Curreri

Brookhaven National Laboratory

Upton, New York

Understanding the behavior of nonlinear systems is important in laboratory test-
ing. Sine sweep-up and sweep-down tests are routinely done to reveal all of the
stable toots in this type of system. There are, however, certain types of soft-
ening-hardening restoring force characteristics for which mine sweep testing,
whether up or down, will not reveal all of the stable roots. In such cases, it
is important that the stable roots be identified so that proper testing procedures
are used and the test results are correctly avaluated.

The stability of a nonlinear two degree-of-freedom spring-mass system subjected
to a sinusoidal exciting force is examined. The solution in perturbed to arm
rive at a met of coupled variational linear differential equations with peri-

odic coefficients. Floquet theory is used to obtain a characteristic equation.
The Routh-Hurwitz stability criterion is adopted to study the stable and unstable
regions of the response curves. A computer program is developed to carry out the
entire analysis. Extensive information regarding stable zones of the system re-
sponse is described by means of nondimensional frequency-amplitude diagrams. The
results are examined in terms of inferring dynamic response characteristics for
sine sweep tests.

INTRODUCTION are correctly evaluated. This paper shows the
results for some cases of softening-hardening

In recent years, problems involving non- spring characteristics (such as the RTOR nu-
linear characteristics have received much at- clear core) for which it is necessary to iden-
tention. Many designs require an understanding tify the stable regions in order to correctly
of the effects of nonlinear restoring elements interpret the results of a testing program.
in multi-degree-of-freedom systems. It is char-
acteristic of such systems that some of the Several investigators (3,4,5, and 6] have
roots are stable while others rae unstable. In studied the stability of nonlinear systema us-
addition, it may be desirable to Mnow the prox- ing different analytical approaches. Atkinson
imity of the stable roots to the unstable re- [4] has reported on an analog computer solution
gions. of two degree-of-freedom systems. He compares

these analog results with what he calls sns-
The behavior of nonlinear systems is espe- pected stability regions, as inferred by an ex-

cially important in laboratory testing. Sine tension of the one degree-of-freedom stability
sweep-up and sweep-down tests are routinely done criterion of Klotter and Pinney [7]. However,
to reveal all of the stable roots in this type the present method is found to be very general
of system. There are, however, certain types of for multi-degree-of-freedom systems.
softening-hardening restoring force characteris-
tics for which sine sweep testing, whether up or The question of stability may be defined by
down, will not reveal all of the stable roots determining whether or not a system, once dim-
[1,21i. In such cases, it is important that turbed, returns to its equilibrium state. Given
the stable roots be identified so that proper an equilibrium state of a physical system, whose
testing procedures are used and the test results stability we wish to study, we consider a state

near equilibrium and ask whether in the course
* Work performed under the auspices of the of time the system will tend towards the given

United States Nuclear Regulatory Commission. equilibrium state.
t Numbers in brackets designate references at

end of paper.
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In the stability study, the system is de- Ci - aondimensional viscous damping coeffi-
scribed by the two nonlinear differentiil equa- cient -

dions. The procedure follows the often used Ci
definition for infinitesimal stability As de- (klel) 1/r2
scribed by Stoker [(]. A perturbed soý.ution is1
introduced. This results in the perturbed linear ai annnne n
"variational" differential equations for 6XL(t). tat

Floquet theory is used to solve the above varia- * - A
tional equations with rperiodic coofficients. 2 1
This suggests that there is a solution to these - m,,/m 1cquations of the form eotI(t) which are peri-
odic functions and regular enough to be ex- Fiu~t -nondimentsional forcing amplitude,
panded in a Fourier series. Equating the co- frtodencyona oing amplitudee
efficients of like independent functions gives frequency and time variables, re-
a set of algebraic equations in the Fourier co- spectively
efftcients from which, for a nonttivial solu- The Ritz average method [10] is used to ob-
tion, a characteristic polynomial in the expo- tam an approximate solution to equation (1).
nent a is obtained. The Routh-Hurwitz stabil- An tn approximat in to for (he.As the initial approximating runctions for the
ity criterion is employed to find the unstable steady-state response of the nonlinuar systemroots of the characteristic equation. shown in Figure 1, the following relations will

be used:
Sveral cases with nonlinearity in either

or both springs have been considered. Results
are compared with those obtained by Atkinson 14] X- A1 sin Wt + A2 coe wt

with an mnalog computer. Some differences are W+ D to Wt
discussed. The special case of the dynamic ab- X2- D in • 2
sorber L also investigated to compare with the Using the Ritz avergging procedure, the final
xeneral response results obtained earlier by form of the algebraic equations in terms of the
Rober.on [8) and the Frshm-type dynamic absorber unknowns Ai and erar n given ao

that was studied graphically by Carter and Liu
[9]. The paper also vhois that much more com- -w2A - CIwA2 + AI(I±01A2) -

plex jump phenomena could occur in some kinds of 1 - 2 1± 1  + 2
nonlinear systems. KG1 (1±022) - F

The results are displayed via plots between
the nondimensLonal frequency versus the ampli-
tube of each mass. This analysis is found to 2 2
be very useful in solving stability problems 2 14IA1 + - C210I -

without any prior knowlodge of the stability of KG2 (W-2G2) - 0
any problem in the field of nonlinear mechanics.
In addition, a vore complete understanding can (3)
be obtained of the response of multi-degree-of- CK
freedom nonlinear systems. -W2D - 1- W2 +E Gl (It±oG 2 ) -0

THE SYSTEM UNDER TNVESTIGATION

The schematic diagram for the more general -2D2 C2  K 3 ito2G2)
system being investigated is illustrated in +- 1 Y, C 2 2
Figure 1. The governing equation of motion for where
each mass in obtained in nondimensional form 2 2 2
and they are given as:

X1 + C1X1 + (Xta1  2) - (X 3 % Di- Ai

a2 I•3)- F sinmt 2 G2 + C2

Bi 8 - 3/4q
" C2  ' K X 3 ) The solution to these equations were carried
I2  jj- I3  M 3 a out by numerical methods.

' dtX for the stability study, the damping terms
e dt are neglected since these terms add complexi-

ties without materially affecting the nature of
X i,-I, 2 represents nondimenaional ab- the stability conclusion. The exact solution is

solute motion of masses perturbed to investigate the nature of the solu-

X - -X tions near equilibrium. The variational equa-
3 2 1 tions in terms of the perturbation 6Xi are ob-

tained. These equations are:
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ax l31,4a) 61 - K lia 2  2 /
81 (31 0 I (2(26 ) (4

2 (4)
ax*t(1±3m213) a3 -0 6 - (1 260)/(2

If all solutions of 6Xi are bounded. then X , ; (26 A2+2x2 •)
are said to be stable, otherwise they are u 11 21
stable.

ewa~ - 2 2

C C ( 2 G20 ) / (4W2)£3 4 M " 2 1

Y1 (I) Ye (j )
From Floquet theory, the Hathien equation

always possesses a fundamental set of solutions
in which one solution is an even and the other
is an odd furiction of T. Since the above equa-

LINEAR tioue have periodic solutions and they are
tHARDENING regular for all values of r, the solutions of

-SOFTENING (5) can be expressed in Fourier series such as:S.....SOFTENING
R(Y) s ,MTORING FORCE

y v SPRING EXTENSION 6Xi () - eaT[ (ani cosnT + bni sin nt (6)

Fl.•, 1 - Schematic modes1 of mechanical eye- Insertion of these series solutions in (5)
team and generalized spring force leads to a set of recur-ence relations for ani
versus spring extension character- and but_ by equating the coefficients of identical
istics te,,s .n' CosanT sod ec•T SinnT. These relations

are linear homogeneous algebraic equations. For
nontrivial solutions, the coefficient dotermi-

The above are known as coupled Hill's equu- nant must vanish. This results in a character-
tions. The terms 1i are the actual solutions. istic equation in a, which must have either zero
Since we do not have any such aolutiona, we use or negative real parts to stable solution.
the approximate solutions indicated by solving
equation (3). Now subatituting (2) into (4), DISCUSSION
we arrive at two coupled linear equations with
Hathieu-type coefficients as given belowt In the field of stability, KLotter and

SFPinney [7] have established a comprehensive
• + (51 +c1 CosT) dl - (52+£2 Cost) 62 stability criterion for a single degree-of-

+8 2 sfreedom systeym. This @tates that the maximum
-0 amplitude of the response must increase with the

increase of the exciting force for a stable eye-
(5) ten and decrease for one which is unstable,

Atkinson [4] used the above principle for a
a; + (a 3  3 CoNt) 6X2 - (6 ft 4 COT) 5x1 two degree-of-freedom system for suspected

2 etable regions; but he used the one degree-of-
-0 freedom stability criterion in his investigation.

The present analysis confirms most of the stable
regions suspected by him..2,

where a 2 Figure 2 and 3 show the results for a case
with the auxiliary spring being nonlinear. The

T- 2wt positive (+) and negative (-) signs on the plots

2 2 2 indicate the in-phase and out-of-phas* responses
61 (l+44±20lAj*2K0 2G1 ) f (4w) of the two masses respectively. For the soften-

ing cese, the results agree with the suspected
regions of Atkinson except for the positive loop
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at low frequencies. According to Atkinson, both
iades of the loop Are stable while in the present

investigation, it is found that the inner branch
FU ttof the loop is unstable. However, from thf;

plots of Atkinson it is clear that no computer.
solution was obtained for this unstable branch.
Double absorber effsets have been noticed, but M. .1
one of then is fouvd to be unstable. In fact, K .2

all of these cases of double absorber action C, CA a
have shown only one of them to be stable.

2 f ---- a1 .. N a-.oO

a, ala0 li -.5

'. 0"O I.C.
UgC, Cs 'O. /N e

000 0.5 1.0 L.5 2.0 2.5

//7dho0a.2. FRE UNCY W o

--. oos Fig. 4 - Respon eprse of main rr.ass of dynamic

tLhaftmydy absorbers

(1or compression exceeds the critical deflection
of the spring at which the slope of the load-

~±~ 7 ~ "deflection curve become: zero. It iniapli'ad

ihar spring es an be supTreg sion T a sn t fs

claimed by Carter and Liu.

Uoreover, 1.obcrton has defined the forbidden
F -N region at such afplitudes where the slope of

nI < F. the softening spring charactermo tics goes to
""II 2 eso ,,ainc zero. Arnold [10] has extended this to the

point of zero restoring force. Therefore, for
case with ya 2  -0.05, this critical amplitude

S/ is 4.47 for Arnold and 2.58 for Roberson. How-
- i (-) /, ' ,ver, the present analysis deter=ianes that the
S2- // f orbidden region can allow this critical 5mplt-'/ t~mda up to 3.36. Comparing this with the above

/ 1 two cases, it is found that s oberson is more/ M conservative and the corresponding fol ridden

M-1.
I •- •----Ks1. reg ion at och ml itdeerer thanAeod stlnope h of

n otc ted similsr inds of raults n. his analog

zu NTX cmuero Arnaly 11hsis.nedti t h

poin ure 5 shows s block of The HTGR core

0.0 0. .0 1.5 2.0 5 which can translate end rotate. The equations
; FREQENCY te for this system are equivslent to the in-line

SFig. 3 - Response of auxiliary mass with arrangee.nC shown in Figure 1. This type of

Sauxiliary spring nonlinear syste o .shows that much more ctlex Jm phenom-

ena could occur, Unlesfu their characterrsn ist
oare uns erstood, the physical testing of such r i s-

iw th he dynamio asworke rosultsar e o mp8] ared tern, nai not reveal all of the stable roots that
withrthe prev ious work of ho rn Fi 8]r ad. are ona ible. c or the case of rocking with two

C re nd Lu ] a sh idegrees of freedm, as in the response of the
Ilobereon has defined the "forbidden regionI as HTR nuclear core, a softening-hardening eharac-

the regions where the auxiliary spring extension teriatic shows a first mode response which i. an
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¶JWEEP UP M .1,e
x SWEEP DOWN 3 •.

SWEEP UP WITH CIOca .o (
INITIAL COND
SWEEP DOWN a (-"

G. WITH INITIAL 2 (,) I
COND.

r \\\\\UPTa

DO O,5 1.0 1.B t.O 2,jI 3 ~FNEQ"NCY WD
Fig. 6 - Response of main mass of a two

degree-of-freedom system withA
2 hardening auxiliary spring

Shock and Vibration Symposium, 1976.

[3] J. J. Stoker, Nonlinear Vibrations in
Mechanical and Electrical systems, Inter-
rscience, New Yoris, 1950.

I0 20 30 [4] C. P. Atkinson, "Electronic Analog Computer
FREQUENCY Solutions of Nonlinear Vibrating Systc as

of Two Degree-of-rreedom," J. Applied
Fig. 5 - First mode response of a two degree- Mechanics, pp. 629-634, Trans. ASME, Dec.,

of-freedom system with softening- 1956.
hardening main spring characteris-
tic [5] V. V. Bolotin, The Dynamic Stability of

Elastic System. Holdenday, New York,
"S" curve. Of the five roots that are possible, 1964.
three are stable and two are unstable. How-
ever, thu upper stable root can never be at- [6] C. S. Hnu, "On the Str lity of Periodic
tamned in any simple sine wave test, either by Solutions of Nonlineat .namical Systems
sweeping up or duwn. On the other hand, the Under Forcing," C'lloques Internationaux,
upper root is attainable with the sine test in Marseille, pp. 125-144, 1964.
conjunction with the proper transient escta-
tion, as might be induced by seismic distur- [7] K. Klotter, E. Piuney, "A Comprehensive
bances. Stability Criterioa •r Forced Vibrations

in Nonlinear Systems." J. Applied Mach-
For the hardening absorber spring, sine anics, pp. 9-12, Trans. ASME, March, 1903.

sweep tP.asts snow a jump down at high frequencies
and a jump up at low frequencies. This is in [81 R. E. Roberson, "Synthesis of a Nonlinear
accordance with oidinary one degree-of-freedom Dynamic Vibration Absorber," J. Franklln
thinking. By simply changing mass ratio. Institute, 1. 254, No. 3, pp, 205-220, 1952.
or forcing function amplituide, only jump down
characteristics can bo revealed as shown in [1] W. J. Carter, F. C. Liu, "Steady-Itate
Figure 6, vb'ther sweep up or dou, testing is Behavior of Nonlinear Dynam-'c Absorber," 1
done, J. Applied hechanics, pp. 67-70, Trans.ASME, March, 1961.
REFERENCES (10] F. R. Arnold, "Steady-State Behaviour of I
[L, P. Bezler, J. R. Curreri, "Subharmonic Systems Provided with Nonlineer Dynamic

Excitation in an H"1GR Core," 4th SHIRT Vibration Absorbers," J. Applied Mechanics,
Conf., San Francisco, CA, Aug. 15-19, ±t77. pp. 487-492, trans. ASMK, Vol. 77, 1955.

(2] J. R. Curreri, "Multiple Sine Wave Excita-
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•6II.'

IL

!I



APPLICATION OF RANDOM TIME DOMAIN*

ANALYSIS TO DYNAMIC FLIGHT MEASUREMENTS .I
S. R. Ibrahim

Department of Mechanical Engineering and Mechanics
Old Dominion University

Norfolk, VA 23508

aerospace structures from flight measurements. This approach is the
result of combining the '"ime domain" modal identification technique
and the multiple channel random decrement technique. Also, a new
"technique is presented to determine relative levels of excitation foridenttfied modes. These techniques are applied to flight data taken
from the B-1 bomber. Results are extremely encouraging.

ideINTRODUCTION under random flight loads. Furthermore, it

determines automatically the number of modes
The solution of a variety of flight In the data through the use of a modal t

vehicle dynamic response problems including confidence factor.
flutter, eogo, control/structure interactions,
and payload dynamic loads requires an The "rando~mdec -time -domain" technique
accurate knowledge of the dynamic character- is based upon the combination of two recently

"s of vehicles under actual flight condi- developed techniques. The first is the random
Analytical models which are verified decrement method developed by Cole, [ 1], for

by ground tests and later by flight tests are obtaining equivalent free responses from
used to treat these problems. However, the random forced responses. This method was
degree towhich flight data can be used to initially developed for single-channel single-
determine the actual flight responses and, mode data and later extended by mbraim, 12],
hence, verify the quality of modeling techni- to retain phase relations for multiple-channel
ques has been limited, heretofore, by the correlation. The second technique, used in
inability to extract good quality modal combination with the multiple-channel random-
information from the flight data. Although decrement analysis for obtaining free
natural frequencies can be obtained by responses, is a time-domain dynamic data
spectral analysis, good quality mode shapes analysis method developed by Ibrahim, [3-6].
are not normally available because their
determination using ordinary methods The other important feature in this paper
requires comparison of responses with is the development of an algorithm to determine
carefully-controlled and measured input the relative modal contribution constant for
forces--a luxury not available in flight. More modes identified by the time-domain technique.
importantly, damping cannot be readily Since the time-domain technique identifies
determined for assessing stability margins modal vectors as eigenvectors, this informa-
except in transient loading cases, and then tion does not indicate how strongly modes are
only for a limited number of modes, excited relative to each other. The algorithm

developed in this paper fits the identified modes
The work reported in this paper to the measured free-decay response. The

discusses the application of a potentially response is assumed to be a linear combination
powerful new technique to the analysis of of these modes. A set of constants results
random flight data. The method, called the from this fitting procedure. Each constant is
"randomdec-time-domain" technique, over- associated with one mode, thus, indicates the
comes the above difficulties to provide level of excitation of this specific mode.
frequencies, damping, and with a sufficient
number of sensors, mode shapes for vehicles The procedure (random-decrement

analysis, time domain identification and
*This work is part of a research project determination of the relative model contribution
supported by NASA' s Langley Research constants) is applied to two channels of flight

E Center. Grant NSG 1459 data from the prototype B-1 borrber. Although
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the method Is aplied here to sIngle-channel,
the procedure will be the same for multiple r= S
channels. - [-
THEORY (Relative Modal Contribution [Si (sTs)-IT

C~onstant Ld
Starting with the random response and the relative modal contribution constant

vector X týt. and using the random decrement for the Jth mode will be:
technique [2], the free-decay response vector
for n stations x (t) can be determined.
From this free-de-cay roemonse, using time T TMCC)
domain identification [3-4 ],the modal -rma (

parameters are identified. These parameters max + d
are characteristic roots A = aj + ibi and l<J<m

modal vectors _ where jis ar index or and the physical amplitudes of the jth mode at

identified modes Ij = 1 2 ..- m), Modal all its n stations will be equal to "R'MCC)j"
vectors occur in compiex conjugate pairs with ×
iu amplitude vector p and phase angle
vector a..

=j, EXPERIMENTAL RESULTS
The free-decay responses can be

expressed as linear summation of these modes Figures 1-a and 1-b show the free-decay
as: ra-ponses of the horizontal and vertical tail

were obtained by ap lying the random decre-[R]accelerometers. These free-decky signals

x(t)[R1Q] (I) ment technique [1,21, to the random resporLs
-d recorded during a test flight of a prototype of

the B-1 bomber. Sampling frequency was 300
cps. The free-decay signal for the horizontal

(n X 1) (n x 2m) (2m X 1) table was about 0.85 seconds (256 time
samples). For the vertical tail signal, the

where xis response of the ith station at record length was about 1.7 seconds (512 time
time tt samples). Each set of data was used as input

to the time domain identification program. A
math model of 10 modes was used for the

R ij = pij cos(bjt + Cij), horizontal tail. For the vertical tail 15 modes
math model was used. In each case the number
of modes in the math model was intentionally

Q• = pij sin(bit + aOj), larger than the number of modes excited in
each Mignal. This is to allow exits for noise.
The concept of modal confidence factor, MCF,

c, are constants. [6], which indicates the purity of the mode, was
used to separate good modes from noise modes.

SEquation (1) is n equations in 2m The procedure for the analysis is shown
unknowns. Repeating equation (1) a number of in the block diagram of Figure 2.
times at different time intervals tl, t2, --- Table 1. summarizes results obtained.
such that (n x 1) is greater than 2m. Four modes were identified for the horizontal

"tail, and eight modes for the vertical tail. The
?l R14 -91 relative modal contribution constants "RMCC"

were calculated using the algorithm previously
discussed. Under the column designated notes,

c [2 (2) frequencies and damping factors identified, by
L-Jother researchers who preferred not to be

referred to, using frequency domain and special
flutter testing techniques are listed.
Evidences of having more than one made in the

x horizontal tail response are, blips on figure 1,
L_ unequal time periods, and a beating like
(ni X 1) (nt X 2m) (2m x 1)phenomena. From the relative modal contribu-

tion factors listed in table 1, it is evident that
Equation (2) can be written as: the time domain Identification technique can
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identfly modes that have very low response 6. S. n. Ibrahia, "Modal Confidence Factor
leve, ethis techniue does not doeend in Vibration Testing " ALAA Journal of
on manual ubservation an judgment duriC Spaecrafts and Rockets Vol 1s
identilicatioji process. September-October 1979, pp. 31i-316,.

VEr •FICATION OF RESULTS
Figures 3 and 4 show comparison

between the test response and response made
up by linear combination of identified modes
using the calculated relative modal contribu-
tion constants. The fitted response was
calculated using equation (1). Agreement is
extremely good.

CONCLUSIONS

The combination of time domain identi-
fication, random decrement technique and the
concept of relative modal contribution constant
present a very powerful tool that can be very
effective in modal analysis of structures from
flight measurement. The relative modal
contribution constant gives information on the
level of excitation of each individuw.l modeý.
Further wor!ý need to be done on transient
and random flight measurements with varying
mean, amplitude and structural properties.

REFERENCES

1. Henry A Cole, Jr. "On-Line Failure
Detection and Damping Measurement of
Aerospace Structures by Random
Decrement Signatures, NASA CR-2205,
1973.

2. S. R. Ibrahim, "Random Decrement
Technique for Identification of
Structures," The AIAA Journal of
Spacecrafts and Rockets, Vol. 14, No.
11, November 1977, pp. 696-700.

3. S. R. Ibrahim and E. C. Mikulcik, "A Time
Domain Modal Vibration Test Techni-
Ce," Shock and Vibration BIlletin,

lietin 43, Part 4, 1973.

4. S. R. Ibrahim and F. C. Mikulcik, "The
Experimental Determination of
Vibration Parameters from Time
Responses," Shock and Vibration
Bulletin, Bulletin 46, Part 5, August
1076.

5. S. R. Ibrahim and E. C. Mikulcik "A
"Method for the Direct Identification of
V'ý.'ation Parameters from Time
Responses," Shock and Vibration
Bulletin, Bulletin 47, Part 4, September
1977.

I

IC

1.
L :



Fig

22

Figure 1-13 - Vertical tail free dAecay response.
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E ECAN,

'IME DOMAIN IDENTIFICATION
PROGRAM

MODES, FREQUENCIES

AND DAMPING• *1
SFITTING IDEIT7 PIED

PARAMETERS TO FREE
DECAY RESPOA.'SE*1I

FATVE MODALCONTRI13TION

Fig. 2 - Analysis procedure.

TABLE I
Identified Parameters

Structural Frequency Damping "RMCC" "MCF" Notes
Component Hz Factor

Horizontal tail 4.31 0.068 6.4 99.5 8.67, 0.102
6.21 0.140 100.0 100.0

10.89 0.223 12.0 98.3
11.47 0.031 1.5 99.7

Vertical tail 4.05 0.062 3.0 99.6 3.9, 0.044
5.12 0.102 4.4 99.8
7. 77 0.109 62.2 99.7
8.22 0.112 100.0 99.8 8.4, 0.068

10.70 0.030 16.0 100.0
12.07 0.032 6.2 99.7 11.65, 0.094
14,46 0.015 1.5 99.5
22.60 0.147 4.0 99.4
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Fig. 3 -Test axid identified responses Lor horizon~tal tail.

TISI

Fig. 4 - Test and identified responses for vertical tail.
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ABSTRACT

An analytical method is developed whereby a simple estimate can
be obtained of the maximum dynamic response of light equipment
attached to a structure subjected to ground motion. The natural fre.
quency of the equipment, modeled as an undamped single-degree-of-
freedom system, is considered to be close or equal to one of the natural
frequencies of the undamped N-degree-of-freedom structure. This esti-
mate provides a convenient, rational basis for the structural design of
the equipment and its installation.

The approach is based on the transient analysis of tuned or slightly
detuned equipment-structure systems in which the mass of the equip-
ment is much smaller than that of the structure. It is assumed that the
information available to the designer is a design spectrum for the
ground motion, fixed-base modal properties of the structure, and fixed-
base properties of the equipment. The results obtained are simple esti-
mates of the maximum acceleration and displacement of the equipment.
The method can also be used to treat closely spaced modes in structural
system=, where the square root of the sum of the squares is known to
be invalid.

INTRODUCTION little interaction, in which case the conventional floor
The design of equipment to withstand dynamic load- spectrum method should be valid for transient problems.

ing is a neglected feature of structural design. Equipment If, on the other hand, the equipment frequency is tuned
is rarely designed with the same care as the building to a structural frequency, it was found that for the com-
within which it is housed, A rational approach to one bined system there are two closely spaced frequencies on
aspect of equipment design, that of relatively light equip- either side of the tuning frequency around which a band
ment, is presented here. The model considered is an of high amplification appears, offering a substantial target
undamped N-degree of freedom structure to which is for sympathetic oscillation. The significant equipment-
attached an undamped single-degree-of-freedom corn- structure interaction in this case means that the conven-
ponent. The frequency of the latter can be higher than tional floor spectrum method, which ignores that interac-
the fundamental frequency of the structure, In previous tion, will not be valid for the transient analysis problem.
work [I], we have described the response of such a sys- In this paper the previous research is extended to
tern to steady-state ground shaking. Significant interac- transient analysis of the equipment-structure interaction
tion effects were shown to occur in the case of tuning, problem. The peak response of the eqtipment is
the situation in which the equipment frequency is close or estimated by utilizing a design spectrum for a specified
equal to one of the natural frequencies of the structure. input to the structure, and fixed-base dynamic properties
If the equipment frequency is not tuned to a structural of the structure alone and of the equipment alone. By
frequency, the response is roughly the superposition of taking advantage of the mathematical structure of the
the structural response and the equipment response with equations and of asymptotic methods made possible by
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the smallness of the equipment mass in comparison with .
the structure mass, we obtain simple results that are valid n3LM,,P - LXi0)' (2)
for tuned and nearly tuned systems. i-I

The rationale for using design spectrum methods is where ;-l,2,....N. Equation (I) In modal coordinates is
that they are inexpensive and to a certain extent Incor. NV

porate the probabilistic nature of the problem, i.e., the q1 + fIq, - Et,1F,/lM (3)
uncertainty involved in specifying the structural parsme.
etrs and the ground shock input. These uncertainties are where k-I, 2....,N and

accounted for in constructing a design spectrum and also N A'
in the way that the maximum values in each mode are M, - E" - , , A
comhIned to predict the maximum for the entire system.

For light equipment, the results obtained can be p,- N +Fe,
implemented easily and efficiently by a designer. A
surprising feature of the analysis Is its extreme simplicity-
namely, if the response spectrum for the ground motion with MA the generalized mass. The Laplace transform of

*,is available, the response spectrum for the equipment can the structural response U,(0) is given by
be calculated merely by multiplying the former by an N

amplification factor, (4S•j. ,-a(4)
A-i M•(P 2+ Lij

ANALYSIS OF EQUIPMENT-STRUCTURE SYSTEMS where
in this section we formulate the equations of motion

governing the response of a general undamped N- - IKdRI +F,
degree-or-freedom structure to which Is attached equip- i-i

ment modeled as an undamped single-degree-of-freedom where p is the Laplace transform parameter and a baroscillator (Figure 1). wee#i h alc rnfr aaee n a
above a function denotes its Laplace transform. The

S-D-0-F corresponding equation of motion for the equipment dis-
EQUIPMENT placement v is

UI W -mU - F-k(u-U,) (5)

or, in Laplace transforms,

N-D--pa - -W 'P(4- 0',) (6)
STRUCTURE M

where m and h are the mass and stiffness of the equip-
ment, respectively. A relationship between u and U, is
obtained from Eq. (6) in the form

i (p+0)n - (01(7)

which, from Eq. (4), can be written as
N

SUg It) IV r P~(e ,R4
GROUND MOTION i;(p

2+W2) - 2

FIGURE 1 EQUIPMENT-STRUCTURE SYSTEM Since i--.-zpli, ,T can be eliminated. The final

The equations of motion of the N-degree-of- transformed equation for the equipment response is then

freedom structural system take the form - I(p+)+ N m(pi )'4

NN

-,(Ujs 0) + K,/U•) - "_ Kj Rlj u, + Fe, () '
N N

where i-1,2,..,N and M4 and K,, are the mass and -c.2 '2
1'.L) - (8)

stiffness matrices, respectively. The vector R, is a vector A-I fA+O n
of influence coefficients introduced to couple the actual The expression ,.K, can be written as -S,,- ,
ground motion u0(r) to the structure, and e, a vector The solution f i( for te multege- d

whose components are zero at every degree of freedom thus the solution for i for the multi-degree-of-fteedom

except the one to which the equipment is attached, system takes the form

denoted by the index r, where it takes unit value. The
term F is the interaction force between the equipment
and the structure,

The natural frequency A,. and mode shape 7,' of the
$ n'" mode (n-l,2,...,N) are obtained from the equations
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I

I ~i; 1(p,+s+'A + P,A. , A l, ( p + n -r)

tI,;Ib : 0A M,R,R -2n [t. €,"rA1 ,,R/M.JP. (10)

M0(p2+ A1D) ( This expression is Identical to that for a two-degree-of-
freedom system, as shown In Fig. 3. The equivalent

The zeroes of the term in brackets on the left-hand expression for the system shown in thai figure is
side of the equation must be determined to invert the _ _ UP1 + 2-
Laplace transform by residue theory. These zeroes are 7 [(A+w 2) + - I J u7 (I1)
the poles of the transfer function for the equipment
response. The case considered here is that illustrated in where y - nl/M is the mass ratio. When we compare this
Fig. 2, where the equipment frequency is close to a struc- expression to Eq. (10), we see that the effective mass
tural frequency, say It,,, The two expressions in the ratio is_
brackets on the left-hand side of Eq. (9) have been plot- ,,, (12)
ted separately' p was replaced by fl and the graph of the M,,/(-/) (
second function and the negative of the first function in
the bracketed expression were then drawn. The plot for and the effective ground motion
the first function Is a simple quadratic in fl, zero when Ur- AA 01 (13)
n -A., the natural frequency of the equipment. The plot
for the summation is a complicated curve that reaches where
± o- when 11 - fl, and k-I, 2,...,N, the natural frequen- ,v ,.
cies of the structure. Two such curves have been plot- C,'- 0'• •,,"A, IM,, (14)
ted, one for equipment of small mass, and another for " '
equipnent of larger mass.

110)M m
II' K W' k

0 -. :::=4 • .. FIGURE 3 TWO-DEGREE-OF-FREEDOM SYSTEM
.... '""" In the subsequent development, the contribution of

I ,0,...... .the residues from the tuning poles (which are near
I--' ,04I •P A iC) will be obta'ned from an analysis of the equivalent
-- ' CI ' two-degree-of-freedom system defined by the above

equations. The contributions at the other (N - 1) poles
are straightforward and will be considered after the two-

FIGURE 2 LOCATION OF POLES OF EQUIPMENT degree-of-freedom analysis has been completed.
RESPONSE TRANSFER FUNCTION Although it is not essential that an equivalent two-

degree-of-freedom system be considered, since it is only
The values of th at the intersections of these two conceptual and introduces no further approximations

curves locate the zeroes in the bracketed expression, beyond those made in passing from Eq. (9) to Eq. (10),where equipment-structure interaction is considered, the following development will be for such a system in
When the equipment mass is small, these poles, all of order to simplify notation. We will use the notation of
which are simple, appear near the natural frequencies of expression (11). Thus, aI will refer to [I,,, and y and a,
the structure. Two closely spaced poles, referred to to " and u•' 1, as defined in Eqs. (12) and (13).
herein as luling poles, are located near the equipment
frequency and the frequency of the structure to which the The transformed equipment acceleration i(p) for
equipment is nearly tuned, one below these frequencies the equivalent two-degree-of-freedom system takes, from
and one above them as shown in the figure. These two Eq. (11), the form
poles coalesce into a double pole when w-fl,, and tn-'O. - [N (p)/D0(p)] (15)
Thus, the contribution to the sum of the residues at all

poles is dominated by the residues associated with the where
two tuning poles. The contribution of the summation -=

term to the residues at these two poles is dominated by N(o) - (l+•)Žw4 (16)
the term where k -, since the denominator of that term and
is nearly zero, Hence, in the region of p - i,,, Eq. (9) can
be approximated by D(p) - p+W'(+p0[2+•--21+Q) +CC(1+•)2  (17)
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In the above f - ( )1 -)/w is tho detuning parameter. The may be specified by a code or determined by averaging
following discussion concentrates on equipment accelera- several possible inputs. We are thus interested In deter-

tion, results for equipment displacement can be easily mining the extent to which Eqs. (21) and (22) can be
developed, used to obtain estimates of maximum acceleration when

The nature of the solution strongly depends on the the information available is the response spectrum of the
location of the zeroes of the denominator D(p). These ground motion U,. In a previous paper for the undamped
are given by perfectly tuned case 12] we considered a number of alter-

native approaches. Of these the approach termed the
p -I[((lx+E÷+ L-) amplified ground motion spectrum method was found to

2 2• be the only practical procedure. This can be extended
±L ,Y+f+ 1+2ý+fl+.lc (18) readily to the present situation.

4 4 2 When Green's function, Eq. (22), is substituted into

Since the analysis is concerned with light equipment Eq. (21), the response is given by

which is only slightly detuned, we take yv, and f to be of -

the same order and << 1. Thus, to dominant order, the i~r) -- J, f•(rsin-()€osit-r)dr (23)

four roots are
The term sinp(tI-T) is expanded, leading to+=,Rp.1 iW[I + I :t: 1-(y WI-)] (19)

and the corresponding complex conjugates of p, and p2,
The formal Inversion of the transform expression ,(ucos t cos6(-r)dr

(15) is I

11(f) f 'V() l7(p~e1dp (2)[4.JýU(risini1Tcoscý(t-tOdr (24
2i , D(p)24

where r is a suitable Bromwich path. If 9x(p) is taken to where
be I, then the inversion directly yields Green's function
iiJ0(t) for the solution, the essential component of the U,(r)sinrcose(f-r)dr
subsequent analysis. The complete solution for the (
equipment acceleration for given ground motion iiJ(0) will (25)
take the form f ,;t()costcosct-)dr

t(:) -- -)s(dr (21)
( ( We are interested in situations where the ground motion

has prescribed finite duration and for those frequencies
Green's function will be obtained by residue theory, since where the maximum response of a single-degree-of-
there are nc branch cuts in the p plane. The inversion of freedom oscillator, i.e. the response spectrum, is
the transformed Green's function is obtained by evaluat- achieved late in or after the termination of the ground
ing the residues at each pole, Eq. (19), and collecting motion. These frequencies correspond to peaks in the
complex conjugate terms in pairs. To dominant order, response spectrum. Design spectra, reflecting the proba-

- s( bilistic motion of the input, correspond closely to the
.) - . i (22) peaks of actual spectra and thus presuppose late-occurring

maxima. When ground motion is caused by a blast,
where which is of short duration, it is likely that the maxima of

( -(+02)(a- (w + W)/2 equipment response will occur long after the ground
I•u -motion has ended.

+7" ( f+Q)%./2 Thus, for 1711-2 riI/T << 1, where i, is the duration

This function represents an undamped beat solution with of the ground motion and T is the beat period of the sys-

the beat frequency i, much smaller than the tuning fre- tem, the first integral in Eq. (24) can be approximated by

quency w, (S(26)
and the second neglected since singi will be bounded by

APPLICATION TO EQUIPMENT MOUNTING DESIGN ?pj << 1, and ii,-0 for i > i,. For •q1 << l, then, we

The results given in Eqs. (21) and (22) could in have
principle be used by a designer of equipment mounting if ,1f - - i (27)
a specified ground acceleration history were available to +f(t1) '1, SInt.u0 (r)cosou(t-r)d"
estimate the forces that would develop in the equipment
or its mounting. However, such Information is not The term in the integral is a function that oscillates with
readily available and the numerical evaluation of these frequency tz, which is high compared to -n, and a max-
integrals may be inconvenient during the design process. imum of that will nearly coincide with the maximum of
Commonly, a designer begins with a design spectrum that sinim, Thus, an estimate of the maximum value of i(,) is
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I~lmax Ifh 0)cow0r •.i•o(-,I.It (28)

COMPLETE SOLUTION INCLUDING OTHER POLES
We recognize that Equations (30) and (31) give the dominant equip-

ment response, corresponding to the contributions frommaxlj ii,(r) ost--)drI the tuning poles, but contributions from the other poles
can be easily computed. To do so, recall that the nontun-

is the undamped relative velocity response spectrum, ing poles of Eq. (9) are close to their location for the
which Is very nearly the pseudo-velocity response spec- structure alone, as indicated in Fig. 2. The poles for the
trum Si(C.), for a single-degree-of-freedom system with m" nontuned mode are nearly
frequency C. Accordingly, we obtain the following esti- p - ± . (32)
mate of maximum acceleration

If we evaluate the residues and drop negligible terms, we
(29) obtain, to dominant order, the contribution from the m,'

structure poles as

If the displacement and pseudo-accelcration undamped (.,(3
response spectra as functions of frequency w are denoted (33)
by S,,(w) and SI(M) and since S,-Si1w and S,-wS,,
then alternative estimates are where m ; n.

l ... (30) Nondominant contributions of the same order from the
tuning poles are

and W sw"
iil... s 4(wt) (, .. .

+)'" (31) where C'" is defined in Eq. (14). The complete solution
If a designer is given only the response spectrum of the for the response of the equipment then takes the form
ground motion, the maximum displacement and force in J ,
the equipment can be estimated by using these spectra i) I f ii, r• T- : I,,, sin f,,,(t-r)
amplified by the factor (vY+k2)-",. These remarks refer to ') l ;i

the equivalent two-degree-of-freedom system. Results"'
for the general system are obtained by utilizing the fac-
tors in Eqs. (12), (13), and (14). ,SI-(',/It,,,) sinw(i-ir)+ ii;(I-r) dr (35)

The simplicity of the result can be explained on phy-
sical grounds. In weakly coupled systems with the same
frequency, the response of the system involves a perfect where i;,(t) is given in Eq. (22).
energy exchange between each component at a beat fre-
quency much lower than the natural frequency of each The character of the two parts of the solution in Eq.
component. The same phenomenon -- a classical beat (35) differs. The contributions from the nontuning poles
phenomenon -- occurs here. The coupling is weak and the nondominant contributions from the tuning poles
because the ratio of equipment mass to structure mass is arc conventional and would attain their peaks during the
small, ground excitation or shortly thereafter. The dominant

response from the tuning poles, on the other hand, isWhen a structure is subjected to a ground motion, controlled by the energy transfer from the structure to
the velocity imparted to the structure is mass- the equipment through beating, which takes a relatively
independent and determined only by the ground motion. t he latter butin ach ts peakivalu
Thus,long time. The latter contribution achieves its peak valueThuned equipment the same velumocity woplied b iecl t ittd considerably later than the former and they should betuned equipment, the same velocity would be transmitted treated as separate maxima. The maximum responseto it. Kinetic energy, on the other hand. is proportional to from the nondominant contributions can be estimated by
the mass of the system excited: in equipment, that the conventional square root of the sum of squarp's
energy would be much smaller than in a structure. flow- method.
ever, if the equipment were attached to I structure and
the structure subjected to a ground motion, the kinetic Accordingly, the estimate of the maximum accelera-
energy imparted to the latter would subsequently be tion has two parts, namely, an early peak given by
wholly transmitted to the equipment, if tuned, and the I '1
velocity imparted would be amplified by the reciprocal of ll,., (a
the square root of the mass ratio. , -M(fl,,/,) 2 SA()l,,,)

Damping is clearly important in this process because
the energy transfer requires many cycles and much of the
kinetic energy in a damped system could be dissipated (36)
before being transmitted, The transient analysis of .
damped tuned and nearly tuned systems will be
developed in future work.
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and a later peak, from the dominant contribution of the interaction. The method advanced here does not require
tuning poles, given by new information to be generated. Data available from

the building design alone, the equipment alone, and the
[Sli,, - 2 (37) ground shock spectra are used,

The detuning parameter is f-(llj -)/w, and y" Is given ACKNOWLEDGMENT
by Eq. (12). For light equipment and closely tuned sys-
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estimate the peak response of grossly detuned systems, with Weidlinger Associates, Menlo Park, California,
i.e., where the equipment frequency is far from all siruc-
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A COMPUTATIONAL MODEL DESCRIBING THE INITIATION OF

SILVER ACETYLIDE-SILVER NITRATE EXPLOSIVE BY AN INTENSE LIGHT SOURCE*

Floyd H. Mathews
Sandia Laboratories

Albuquerque, New Mexico 87185

The surface initiation of Silver Acetylide-Silver Nitrate explosive
is studied. Initiation occurs when the explosive is exposed to
irradiation produced by an electrical discharge through an array of
tungsten wires, each surrounded by an air-filled Pyrex tube. The
initiation process is modeled by first calculating the wire heating
and subsequent arc breakdown. Then the arc energy is allowed to
reradiate toward the explosive surface using a characteristic relax-
ation time. Finally the thormal initiation of the explosive surface
is modeled as the conductive transfer of heat through a surface layer
of inert explosive which had previously been darkened by exposure to
the sun. Initiation occurs when active explosive reaches a critical
temperature. A number of unknown parameters are accommodated by
normalizing the calculation to agree with the time delay before
firing which was measured during a single experiment.

Reasonable agreement is obtained between calculated and measured
values of the current time history during the electrical discharge,
and a similar agreement is obtained between measured and calculated
irradiance time histories. Calculated explosive initiation times are
also reasonably close to measured values over a range of test
conditions, Parametric studies indicate that the initiated area may
be increased by a factor of 3.5 by modifications to the electrical
circuit while maintaining present initiation conditions.

INTRODUCTION pattern than exhibited by untreated
white explosive, The local impulse

Laboratory nuclear effects test- value can be varied over a wide range by
ing allows the study of weapon response appropriate local variations of the
to simulated exoatmospheric x-ray explosive mass. Typical values of
encounters. Coatings of the primary explosive areal density are 300g/m' to

explosive Silver Acetylide-Silver yield an impulse of -200 Pa •a.
Nitrate (SASN) are employed in our
laboratory to study the mechanical Depending upon the expected damage
response of structures to externally modes of the structure, initiation
applied impulsive loads [1-4]. This
process involves spray painting the *The submitted manuscript has been
surface to be loaded with carefully authored by a contractor of the United
controlled thin layers of explosive. States Government under contract.

Accordingly the United States Govern-
The explosive is then exposed to meat retains a nonexclusive, royalty-

sunlight (suntanning) causing a surface free license to publish or reproduce the
darkening of the outer layer of the published form of this contribution, or
explosive. When exposed to an intense allow others to do so, for United States
flash of light the explosive is Government purposes.
detonated nearly simultaneously on its
surface, and an impulse load is imparted tA U.S. Department of Energy Facility.
to the structure within a few micro-
seconds, The suntanned explosive
exhibits a more uniform initiation
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Fig. 1 - Light source and explosive coated structure

simultaneity over widely separated the design of light sources applied to
locations on the explosive surfaLe may testing of various structures.
be permitted to scatter over a range
from 1.0 to about 10 us. However, in a
small local area it is desirable to INITIATION PROCESS
produce initiation within a scatter of
0.1 to 1.0 "sec. One of five units in the modular

light source and its capacitor discharge
In this paper the initiation power supply is illustrated schematical-

process is studied. First an analytical ly in Figure I and has been described
model is constructed describing the elsewhere (5). A typical experiment
electrical discharge light oource and involves discharging the capacitor which
then this computatio In. ,.uupled to a is initially charged to 40 kV through
model of the process which heats the an array of five 0.076 -m diameter
explosive to its initiation temperature. tungsten wires 609 m long and spaced
This model is then made to agree with a 90 mm apart. The tungsten wires are
single experimental point in order to surrounded by heavy wall Pyrex tubes of
normalize for physical parameters which 12.7 mm bor. Depending upon test
are not accurately known. Useful, requirements many parameters may be
though not exact, agreement is obtained varied. These include wire spacing,
when comparison is made with additional wire length, nuuber of capacitor modules,
experimental measurements made for curvature of the light array and the use
different conditions. Finally, studies of white paper reflectors. The setup
are made of various parameters which can shown in Figure 1 is typical of all
be altored through design of the light experiments described in this paper and
source. Conclusions resulting from is fairly typical of a structural
these studies have proven useful during testing arrangement. The erplosive
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Fig. 2 - Current and light waveforms

surface is ordinarily placed within absorption in the Pyrex envelopes, and
approximately one wire spacing from is lost to the sides and to the rear of
the light source in order to realize the fixture. Quartz envelopes improve
a reasonably uniform light flux and the efficiency; however, the tubes are
acceptably small radiant loss at the frequently damaged by the explosive
edges. blast and better economy is achieved by

using Pyrex. We have assumed that 40%
When the capacitor bank is of the energy emitted by the arc is

triggered, the current waveform follows absorbed in the explosive and that this
the time history illustrated schema- energy is distributed uniformly over an
tically in Figure 2. During the arc area equal to the planar area of the
delay, all current passes through the light source.
tungsten wire, causing it to heat from
the solid state up through the onset of The thermal process believed to
vaporization. Corresponding nearly to cause initiation of the explosive is
the instant of wire surface vaporiza- illustrated in Figure 3. The energy
tion, the current transfers from the flux radiated by the light source is
high resistance wire to an are which incident upon the outer surface of
forms in the surrounding air and grows darkened explosive. Because of a photo
to fill the entire Pyrex envelope, reaction which occurred during exposure
During the period of arc growth the to sunlight, this "suntanned" layer is
circuit resistance drops to a low value inert to an unknown small depth h.
resulting in a current waveform Since most of the energy is deposited
characteristic of an underdamped on the outer surface, with a small
discharge. Eveis with the rapidly reflective and radiative loss, only
decreasing resistance as current trans- those losses associated with geometry,
fers from the wire to the arc, curient i.e., edge and rear losses, significant-
is shared apprcnimately uniformly ly reduce the energy flux, During the
between the .l fferent parallel arcs small interval while energy is incident
which form within a jitter of 1 Ws. upon the receiver surface, but before
Glass tubes serve to confine the arc, the explosive has detonated, energy is
thus increasing circuit resistance in cunducted thermally from the surface
comparison to an unconfined discharge, through the inert layer toward xhe
Shattering is avoided if peak currents active explosive. Eventually the active
are below 30 k amps in each arc. explosive is heated until a sufficient-

ly high temperature is reached to cause
Energy is radiated in all initiation. Somewhat arbitrarily a

directions at a rate dependent upon the terperature rime of 200'C above ambient
arc energy density and the arc size. is selected to represent the value
The resulting radiated light energy causing thermal initiation [61 rather
follows the current waveform illustrated than the higher values suggested for
In Figure 2, lagging somewhat behind as thermally induced cookoff (1] (260°C)
a result of energy storage in the heated or the value suggested by Roth (71 for
gas. Radiated energy is lost through pulse heating reactions (-600'C) oY
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STRUCTURE

ARC

AH4I Ii

DARKENED LAYER EXPLOSIVE

Fig, 3 - Explosive initiation model

lead azide. Normalization of computed COMPUTATIONAL MODEL
results to an experimentally measured
firing deliy which will be discussed The resistance behavior of wire
later is intended to compensate for a heated to explosion by a rapid
lack of detailed knowledge of this electrical discharge has been
important parameter, extensively studied by Tucker [8,93.

Although his vacuum conditiozis are not
In the past section, the physical exactly duplicated in our arrangement,

processes which cause explosive the requirement of short time scales,
initiation have been described, In the i.e., a few 10's of " seconds are met
next section details of a computational and the requirement of adiabatic heating
model of this process will be discussed. during the electrical discharge is
In formulating this model the goal is to approximately correct. Therefore, the
provide a means for investigating the analytical formulation in which the
influence of various physical parameters resistivity of tungsten wire p(t) varies
upon the time delay between arc forma- during the electrical discharge is used
tion and explosive output. With this in accordance with the value of specific
limited goal, the difficult task of action g(t) as the discharge occurs.
accurately confirming details of the Specific action is defined by
theory is avoided. Instead, estimated
values for many of the required physical 2dt
variables are used and the computed fi
results are normalized to agree with a g(t) (1)
particular measurement. Thus by A
adJustinX a single parameter, i.e., the
unknown thickness of the inert layer of where i is the current, A is the wire
suntanned explosive, agreement is forced area and t is the time, Tucker gives
by using a single experimental measure- approximate analytical expressions for
ment. The adequacy of the normalized tungsten In [9) which allow calculation
theory may then be checked by comparison of the resistivkty of the wire through-
with other experimental measurements. out the discharge. This process
This type of empirical theory is includes (1) a solid heating phase,
formulated in the next section. (2) a solid to liquid transition, (3) a

liquid heating phase, and (4) a liquid
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vapor transition. Thus the variable An appropriate theory for air resistance
resistance offered by the wire during during arc formation was not found.
the arc delay period is calculated Instead, in order to continue the calcu-
directly as a function of action. In lation, data from [10] was employed which
functional form applies specifically for xenon. With

this approximation, the resistance of

each arc path is given by

RA 9 0.1271 
(4)

where Rw(t) is the time dependent wire Dig

resistance, and I is the wire length.
With this information and the circuit where I is the arc length in mm, D is
equation, the arc diameter in mm, and RA is the

t resistance of a single arc in ohms.

Ldi + H ± + -/ idt V (3) The arc growth was observed as a
dt B W C 0 function of time using a streaking

camera to obtain the data illustrated
in Figure 5. Arc growth rate was

where L, RB, C, V0 are the circu±t found to be a function of initial charge
voltage as illustrated in Figure 6.

inductance, bank resistance, caplctnce, This data approximated a straight lineand initial voltage respectively. with the equation

Numerical solution of these equations
yields the result of Figure 4 for a

ta ical case0 When these conditions areo c t assme
repeated experimentally, we find that
the current waveforms agree until
formation of the arc at 6f 3 is, which
corresponds to the instant when the where 14,000 !ý V0 45,000 volts,

tungsten wire is just vaporizing on its eveesurface. We conclude that arc formatiol D t: 12.7 mam and 610 min and dD/dt is

starts at a specific action of 42500 the rate of arc grswth. We assume
ampa s/mm', further that after the arc expands to

the tube wall. then the arc remains at
Once an are has formed in the gas the tube diameter. Note that injection

surrou~nding the tungsten wire, the of this empi.ical equation severely
resibiance afforded by the ionized air resstricts the theory since the desirable

is much less than that of the partially cause and effect relationship between
vaporized wire. Therefore wire current and arc size is not permitted.
resistance is dropped from the calcul-
ation and replaced by the arc resistance. The arc radiation process is

IL

E
"•5000- ARC FORMATION

I.-
Z
LU

0 5ps

TIME

Fig. 4 - Computed current time waveform during arc delay
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Fig. 5 - Arc size as a function of time

modeled after the methods given in explosive surface is given by
[11] by Hug et. al., who found that a
characteristic relaxation time tr could

be defined for various gases radiating F(t) = E(t) (t)
energy during an arc discharge. For our r a
tube geometry using air at 85 kPa their
results suggest that the relaxation time where - is the source efficiency and A
tr is given in terms of the arc diameter w

is source a-ea. Values of • were
by estimated to be 0.4 when no reflector

tr = 0.97 x 106 D (6) is used behind the light array and a
flat target equal in area to the light
source was placed one tube spacing in

The rate of energy increase E in the arc front of the array. This estimate,
is given by which accounts only for geometrical

losses, was justified by the very high

2 (electrical to optical efficiency
S

2
R -(7) measured in [12).

dt tr
This flux may now be employed to

r tcalculate the internal temperature risewhere the singularity at D =0 isreutnfomodcinofes

avoided because the arc must begin at
the finite tungsten wire diameter. The through the inerted explosive layer to

term t)/t r represents the time the interface between inactive and
r active explosive. This calculation is

dependent power leaving the arc through made by superposition of the solution
radiation. Integration of Equation 7 given in [13] for the step application
from the initial zero energy state in of a heat flux to a conducting half
the arc allows computation of the time space. Then
history of the radiated energy. The
energy flux F(t) reaching the target
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Fig. 6 - Arc growth rate as a function of initial voltage

T(h,t) -C ierf-h (9) known. In order for the theory to be2Kt W F useful, though only approximately
correct, agreement must be demonstrated

between calculated and experimental
where T(h,t) is the temperature increase values for other conditions. The next
at interior location h, a is the thermal section illustrates the adequacy of
diffusivity of the inerted explosive and this agreement.
it is the thermal conductivity. Repre-
sentative values of 168. mmO/s for
dIffusivity and 0.02 J/(s 'K mm) for COMPARISON TO EXPERIMENT
conductivity were assumed. The ability of the theory to

Only one parameter remains unknown, predict the current waveform is illus-
the thickness of inert material h. The trated in Figure 7. The current was
delay period from arc formation until measured by integrating the signal from

r was measured by a Rigowsky coil placed on the currentspraying a 300 g/Mf coating -0.55 mm return path common to all five wires.

thick over a quartz pressure gage and Measured values of R,, L, and C were
measuring both the time of pressure out- used in the calculation and the value
put and the discharge current waveform, of action representing arc formation was
With a charge voltage of 40 kV and a adjusted to force agreement between
test setup similar to Figure 1 using observed and computed delay time before
suntanned explosive, a delay period of arc formation. This relatively good
20 4s was measured between arc formation agreement between computed and observed
and explosive pressure output. Agree- waveshapes was repeated for similar
ment between calculated and measured comparisons as the initial bank voltage
values was obtained when an inert thick- was varied between 14 kV and 45 kV.
ness of 0.0095 mm was assumed in the
calculation. Thus the theory was A comparison between measured and
normalized to agree with experimental computed optical irradiance time
values by selecting a specific value histories both normalized to a peak
for the unknown inert layer thickness, value of 1 is shown in Figure 8. Again

the relatively good agreement in wave-
Forcing agreement of the calcula- shape is encouraging. The optical

tion and the experiment by selecting a instrument, a bhangmeter of a type
value of one parameter may mask the specialized for nuclear effects testing,
possibility that values for other was located 30 meters from the source.
important parameters are not accurately Almost an order of magnitude lower peak
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Fig. 7 - Comparison between measured and computed
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Fig. 8 - Comparison of computed and measured normalized light

flux waveforms
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Table I

Measured and Computed Arc Delay Time

Delay Time (uis)

Charge Voltage (kWI Measured Computed Ratio

45 5.4 5.2 0.96

40 6.6 6.6 1.00

28 12.4 13.8 1.12

20 23.9 27.8 1.16

14 50.6 60.5 1.20

power was indicated by this instrument The computed delay time for arc
than the computed value. Unfortunately, formation is compared to the measured
the bhangmeter was available only for a time for 0.076 mm diameter wires
single day, hence, resolution of this 609.7 mm long in Table I for a range of
important difficulty must await future initial capacitor voltages. Clearly a
testing. With this uncertainty and the time dependent phenomenom which is not
observation that use of quartz rather tncluded in this theory favors shorter
than Pyrex has little effect upon the arc delays in those cases where the
observed initiation density, a 100% wire heating is relatively slow.
efficiency was assumed for the trans- The most important comparison
formations between electrical energy and between computed and measured values is
radiated energy, given in Table I1 where values for the

Table II

Comparison of Computed and Measured Firing Delay3

Computed Measured

Ea Firing FiringBank dT

Voltage T d'" Delay12) Delay( .

20(kV) (kJ/m2) (°C/os) ("a) (Ps))

45 85.0 28 18.5 16.0

40 67.1 26 19.8 20.0 A

28 32.9 15 25.8 24.4

20 16.8 4 41.8 No-Fire

18.2 13.9 0 No-Fire

(1) A is the mid plane area of the light source.

(2) The firing delay time is measured from the instant of
arc formation until the instant of explosive initiation.

(3) Same as 2 above except that explosive initiation corresponds
to measured pressure output from a quartz gage covered by
explosive.
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F Table III

Observed Detonation Pattern Spot Densities

Computed
Charge Temperature Detonation(l)
Voltage Rise Rate Spot Density

(kV) (.C/Ois) (Points/cm2 )

1 45 28 336

40 26 136

28 15 54

. (1) Approximate value

time delay from arc formation to a somewhat subjective exercise; however,
explosive output are given as a function representative data using the setup of
of voltage. Also, values for the rate Figure 1 is given above in Table III.
of temperature rise, and stored
electrical energy per unit of light The spot pattern is indicative of
source area computed at the light source surface firing simultaneity. For
mid plane have been included. The instance, consider a spot pattern where
reasonably good comparison between spots are located uniformly about
observed and computed firing delay is 2.4 mm apart or at 17 points/cm'. Then,
justification for further use of this with the known detonation velocity of
mode]. The observation of a no-fire 1.2 mm/us [1], initiation simultaneity
point measured at 20 kV with no cannot be better than 1 Lis on the
reflector was repeated with a reflector surface. Simultaneity is probably less
and again a no-fire situation was due to lower detonation rates associated
observed. It is estimated that for with transition from thermal initiation
these experimental conditions a no-fire to full detonation. A specification for
threshold would be expected at about acceptable initiation can be derived
25 kJ/m2 initial stored energy. The from these observations. We adopt the
theory predicts a value of 13.9 kJ/aO. results from the 40 kV observations of
No further adjustment of assumed Table II and Table III as the desired
explosive properties, i.e., the initiation condition where a computed
diffusivity, was attempted in order to temperature rise rate of 25.9 0 C/us at an
improve agreement, initiation temperature of 200 0 C produces

a spot density of 136 per cma and the
A further experimental observation similar values obtained at 28 kV are

is that a pattern of markings is left adopted as minimum which must be main-
on the structural surface after tained in order to avoid any possibility
explosive firing. These markings result of initiation failure.
from discrete points of initiation
occurring at the interface between
active and inert suntanned explosive. PARAMETER STUDIES
Hence, when the most favorably situated
explosive points are heated to firing Parametric studies were conducted
conditions, an explosive reaction is in order to identify those design
started which detonates adjacent variables which might be altered in
explosive by shock wave excitation order to increase the area which could
before a thermally induced reaction be fired without increasing the
takes place. Interaction between capacitor bank size. In all cases the
detonations radiating from one initia- experimental arrangement described in
tion point with those radiating from an Figure 1 was used as the nominal value
adjacent initiation point cause a
pattern of uneven pressure on the target
surface which leaves a "detonation spot
pattern." Counting this spot pattern is
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Table IV

Variation of Lamp Diameter

LAmp Area Firing dT t
uax ii T

Diameter Dea
() (m ) (Ps) (*C/o) (k amp) (k amp) (kJ/m2 )

15.90 0.239 19.5 25.9 98,2 52.0 77.0

12.70(1) 0.274 20.5 25.9 98.1 43,4 67.2

S9.52 0.366 21.1 25.9 95.7 37.0 50.3

R 6.35 0.527 21.5 25.9 86.0 10.3 34.9

(1) Nominal circuit

Table V

Variation of Wire Number

S, EoSdT 0
Area Firing ilmax

Nu r 2 Delay 2
umber (m) () (°C/us) (k amp) (k amp) (KJ/m

9 0.222 18.9 25.8 104.9 58.1 82.8

7 0,347 20.4 25.9 102.0 58,1 74.5

5(1) 0.274 20.5 25.9 98.1 43.4 67.2

3 0,300 20.5 26.0 90.8 29.4 61.3

(1) Nominal circuit

over which improvements are sought.* 12.7 am in diameter will sometimes burst
Usually several iterations were required at maximum currents above 30 k amps. A
in order to select the appropriate area
which would just reproduce the nominal Nmnlvales are; Capacitor bank:
value of temperature rise rate at the R = 0.076 o L = 1.59 IH, C = 23.pF,
instant of explosive initiation. V 40 kV; Wire: D - 609.6 mm,
Results of these iterations are 0
summarized in Tables IV through X. diameter = 0.076 mm, Number = 5, Arc

m 2~Reducing the lamp diameter reduces ai 4
the lamp's characteristic relaxation action g 42500 Source: Area
time resulting in an increased area.
Numerical verification is given in 0.274 i

2 , Efficiency 0.40, Explosive
Table IV. This improvement is limited diffusivity 2 168 m 2 /SC
by the ability of the tube to withstand 0.02 J/(s =C 1), Inert layer h =

arc pressure, a parameter which was not 0.0095 Js.
investigated. Heavy wall Pyrex tubes
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Table VI

Variation of Wire Length

Illuminated dT

Area Aro Delay Firing Delay WE
Length (M2) (s) (us) (*C/ýA) (kJ/m2 )

457.2 0.239 3.8 19.2 25,9 77.0

609,7(1) 0.274 6.6 20.5 25.9 67.2

812.8 0.290 12.5 20.4 25.8 63.4

(1) Nominal circuit

Table VII

Variation of Bank Resistance

Illuminated dT
R Area

2 Firing Dclay
(ohms) (us) (°C/us)

0 .274 19.5 25.8

.0176(I) .274 20.5 25.9

.0352 .261 19.7 25.9

(1) Nominal circuit

second important result is that the Increasing the speed of the dis-
negative current, which occurs after charge by reducing the inductance
explosive initiation, is reduced by (Table VIII) had a significant influence
smaller tube diameters. Reducing this upon the maximum ares. This is an
current amplitude will exhibit the important finding of the study because
added advantage of reducing instrumen- major inductance reduction is possible
tation noise [14] since any current through carefully executed modifications
flowing after explosive initiation is to the light fixture.
likely to cause noise.

The illuminated area increased with
Changing the number of wires higher charge voltage (Table IX) while

produced the results of Table V. Only a the energy per unit area remained
limited gain is possible since peak relatively constant. The area increase
currents above 30 k amp/Tube exist when Is therefore a result of increased
3 wires are used, Changing the wire stored energy.
length (Table VI) changed the arc delay
time but had a small effect upon the The results shown in Table X
firing delay. Increasing the tube indicate the changes in firing time and
length allowed a modest increase in the temperature rise rate which would result
area. Similarly, variation in the bank from decreasing the spacing of the tubes
resistance, RB (Table VII) had little and thereby decreasing the illuminated
effect. area with no other changes in the

nominal setup. As the area is reduced,
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Table VIII

Variation of Inductance

0o

Illuminated X

Are2e Firing Delay
(j )( ) ( s)(°C ) ( 2

.40 0.432 17.1 25.9 42.6

.80 0.360 18.3 25.9 51.1

1.59(1) 0.274 20.5 25.9 67.2

4.00 0.147 21.6 25.9 125.2 I
8.00 0.080 22.9 26.0 1230.0

(1) Nominal circuit

Table IX

Variation of Charge Voltage U

IlluminatedArea

e Firing Delay J/02VO (m2)(~)(C• (kJ/2

50 .400 20.2 25.8 71.9

45 .336 20.1 25.8 69.3

40(l) .274 20.4 25.9 67.2

35 .212 19.4 25.9 66.5

(1) Nominal circuit

significant improvements in temperature An investigation into an optimized 2
rise rate and reduced firing delays are light source is given in Table XI.
realized. The effect on the stored Here the length to width ratio wan held
energy requirement is dramatic and at 1.33, the 9.4 am tube diameter was
leads to excessively large capacitor selected, the source efficiency was
banks. An indication of the iuportance improved to 0.6 by a reflector, and an
of light intensity variations can also inductance value of 0.4 0H was used.
be derived from this table. Thus, if This type of improvement with a 45 kV
the light intensity were half the nomi- initial voltage could potentiallynal value, firing would be delayed increase the illuminated area by a
6.6 Ws and If light intensity were factor of 3.5 while preserving the

twice the nominal value firing would be firing simultaneity typical of existing
premature by 5.1 tAs. test experience. These improvements

could also be employed to increase the
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Table X

Variation of Firing Time and Temperature Rise Rate with Area

Area Firing dT X

(M2 ) (Ds) ea C/OW) (kJ/m 2)

.0635 12.1 57.47 279.8

.1370 15.3 37.48 134.3

.2740(21) 20.4 25.88 67.2

.5480 27.0 13.65 33.6

(1) Nominal circuit

Table XI

Performance of Optimized Light Source

Voltage dT i
V0 Area Delay d- max

(kV) (m 2 (Ps) ( 0 C/Ws) (kJ/m 2) (k amp)

40(1) .2740 20,4 25.88 67.2 98.1

40(2) .7300 19,0 26.18 25.2 94.8

40(2) .2740 12.2 52.89 67.2 94.8

45(2) .9640 19.3 25.33 24.2 107.0

45(2) .2740 11.6 59.56 85.0 107.0

(1) Nominal circuit

(2) The following changes were made from the nominal
circuit -- L = 0.4 "H, N = 0.6, d = 9.52 mm

temperature rise rate by a factor of 2.0 through an arc light source. This model
and thereby reduce the firing delay, is shown to agree reasonably with
Note that theme improvements yield experiments over a limited range of
maximum currents in each of five ]amps important variables. When this model is
of only 21 k smps. used to study improvements which could

be made to the light source, signifiLant
improvements to the firing process are

CONCLUSION predicted. It is concluded that the
most significant variables are the

An analytical model has been circuit inductance and the tube diameter.
formulated of the processes occurring
during the firing of SASN explosive by
the discharge of a capacitor bank
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TIM L VWEUCTY AND R TION MAT& OF A FLYER PLATE PROLFl

BY A TUBE-ORWnfl EXPLOSIVE CIIAJ

R. A. Denham
Sarlia Laboratories

A1buquerque, New Mexico 87185

A method for predicting the terminal velocity and rotation rate of a flyer
plate propelled by an open-ended, tube-contained explosive charge has been
developed. A procedure for calculating the fraction of the explosive that
is effective in accelerating the plate leads to a very simple set of
equations for predicting the performance of the explosive system. Calcu-lations using this theory are compared with results from numerous •eqri-
mants. Measured values of flyer velocity are predicted within +5% and
rotation rates with +10%.

• ION for an unocnfined explosive charge. This
paper extends the concept to allow estimating

Experiments auployinq open-ended, tube- the flyer plate terminal velocity for tube-
confined explosive charges to propel intact confined explosive system. The model allows
flyer plates to high terminal velocity are prediction of flyer plate terminal velocity
currently being employed to study weapon and rotation rate within a few percent. The
fuzing under crnlitions simulating high system perfoarmance is calculated using only
velocity impact into hard earth targets. The the explosive, the tube and the flyer masses,
noving plates are used to impact stationary the explosive diameter and length, along with
ballistic missile warhead fuzes at impact explosive properties of detcnation velocity
velocities of up to 3650 W/s. This turnaround and Gurney [61 constant.t
method produces representative LApact stresses
while avoiding the high moat of flight test. This paper presents the theory used in
Previous papers [ 1,2,33 have described the the development of the mo•del of the open-ended,
basic experimental concepts and have devel- tube-confined exploqively propelled flyer
oped an analytical approach useful in pre- plate. The theory has been applied to 25
dicting the behavior of explosively acceler- tests conducted during the previous development
ated flyer plates. The approach in these work [ 1,2,3 1. The theoretical-experimental
papers relies on the empirical development of correlation which indicates excellent agreement
an explosive mass "discount factor"** which is between theory and measured results is
then used to analytically predict the behavior included.
of similar system. Recently, a simple
analytical model of the explosive process was DEVELOPMW OF TIE TIDRY
developed by modifying one initial basic
assumption of the previous work. This achieve- Figure I shows the configuration of the
ment is significant in that it eliminates the explosive system. The explosive is housed in
need for new empirical data in the design of a cylindrical tube container and is detonated
different open-ended, tube confined explosive at a single point at the open end. The tube
systems. Ths new model cumes fron a concept provides lateral comfineumnt to the explosive
developed by Baum [41 and reiterated by expansion process, thus containing the
Kennedy [5] of estimating the mass of explo- explosive gas presoure behind the flyer for
sive that in useful in accelerating a plate long erough to accelerate the plate to a high

*This work was stported by the U.S. fTle Gurney constant, or velocity, relates
Energy and Rearch Development Administration. the quantity of chemical energy (W) of an

"*The explosive mass "discount factor" explosive that is converted to kinetic energy
represents the fraction of the explosive that bthe dtontio proces a is dervtd as
is effective in accelerating a plate for a
particular explosive system.
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terminal velocity. The cushion attenuates the magnitude of the 'aveage rarefaction wave"
shook pressure into the flyer plate, therefore velocity, radially imnard (for explosives
decreasing the proability of its breakup due with y w 3), is approximately one-half of
to spallation. The flyer plate conuists of an the detonation velocity (0), which leads to
impact plate and a guard ring. The pressure the calculation of a discount angle of
exerted across thm back face of the flyer plate e CW - tan D/ (2.D)). Figure 2 shows how the
is not exactly uniform; i.e., it is lower at disonmt angle process works for a liossy
the edges becauas of lateral rarefaction system (no lateral confinement).
wavs. The guard ring is included to isolate
the impact plate fron the edge pressure If the explosive length (1) is less than
gradient, as well as to separate the plate the charge diameter divided by the tangent of
fr•r any interactions that might oour between the discount angle, then the explosive in the
the guard ring and the tube walls. The inter- v .lume of a truncated cone of half angle 30U
face between the guard ring and the inact and height (M) is the effective nrass used for
plate is spherical which prevents angular driving the flyer plate.
mmsEnts, as well a shear stresses, fron
affecting the inpact plate motleo. The flyer
plate may be tapered across a diameter to
cause plate rotation which allow inpaut with
the test item at a predetermined angular
orientation. The explosive mass (C), flyer
stsm (M) and effective tube-confinemnt
mars (N) will be used in the theory later in
this reort.

EXPLOSIVE MASS C
EXPLOSIVE M•AS• TO
BE DISCOUNTED •CO

/ A/-F
FLYER PLATE [ MASS'M 1 / OX
MAY BE TAPERED TO CAUSE DI SCOUNT ICUSHION PLATE ROTATION. ANGLE I 30J

IYEFFECTIVE EXPLOSIVE

1/OAIA5 C-C D CHIT
____________ _______FLYER PlATE MAvý M

34F __________ IMPACT

DETONATOR --- ARDN Fig. 2 - Mass Discount Method for tansy
-AISOConfigurationsAI

The eaxplosive mass discounting method can
STUID SECONDARY EXPLOSIV TUBE CUOiFIMMEAI now be extended to systems that are laterally

IMH~'CIIEFICTIEMAS.HIconfine] by a cylindrical tube since it is
established that an unconfined explosive charge

Fig. 1 - Expermental Gunfiguration rPigres a 300 discount angle for use in
predicting the flyer teraminl velocity. The

The now theory extends a urr c discount angle for a tube-ctfined system is
of discounting explosive Imass C 6)] which assumed to be dependent upon the velocity of
has bew used ex tnsively to predict the the characteristic rarefaction waves aoving
velocity of fragmnts in the design of explo- laterally iaward toward the system axis. The
sive systems such as bos, shells, and velocity of the characteristic rarefaction
grenades. The Gurney model has been reviewed wave is controlled by the escape velocity of
by J. E. ennedy [5] who presented aplica- the detonathion products frmn the lateral
tionas that illustrated its range of e t d lit surfac of the explosive. The afaxion n escape
taoility. Kennedy oancurs with desi [4 that velocity is nwual to the terminal radial
for explosive system with significant losses velocity of the confining tube wall. The
due to lateral rarefaction waves, i.e.,H n tube terminal velocity can be calculated using
tube confinemuent, "that the explosive material the Gurney [5] relation shown in Pr~aation 1.
within 300 of the worhol at an edge of the This enuation predicts the terminal radial
chare cannot contribute to nuetal secot bra- velocity 6f a long cylindrical tube packed
tion." Daiu [4] determined the magnituie of with explosive. The effect of the gas losses
the discount angle by assuming that the at the end of the tube is not addressed by
explosive that had experiegnce an "average oiquaty 1. Since the flyer plate is generally
or characteristic rarefaction wave, by te far away frma the open end of the tube, then
ti. 4 the explosive had just completely the effect of the gas losses out the end of the
detonated, could not contribute to driving tube upon the radial terminal velocity near the
the flyer plate mass. He estimated that the flyer is not critically irportant.
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EXPANDED
TUBE

CON FI NER
VT 1 I
2 '"r,'r -,-, - , r,,
V fttube terminal radial velocity

TI %

E-L - G;urney velocity of the explosive IIVI, I VT

14/C ratio of the tube mass that is
contact with the explosive* to
explosivue nmss par unit length
of tube

For sinplicity, the discount anqle for Fig. 3 - Disout angle for the Tube-Confinad
the tube-confined system is asaswed to be Explosive Charge
linear** in the tube terminal radial velocity
between the limits of u (discount angle) 11w disommt angle of Equation 4 defining
00 for a very thick confining wall a trnncated or full oorn, can be used to deter-
(N - - in Equation 1, VT - 0) and J - 300 for mine the effective mass (Ceff) of explosive
an unlonlined explosive (N - 0 in Equation 1, for driving the flyer plate. The effective
VT 2 fiE). This linear relation is shown explosive mss is assumai to act in a one-
in Equation 2 relating discount angl).e to tube dimensional manner and, therefore, can be
terminal velocity, used directly in the one-dimensional gas

dynamics solution for the motion of a plate
3o0 with detonation loiding [ 7 ]. E tion 5 is

0 VT. VT (2) the relation for the final avrage velocity of
the plate using the one-6twmrisional gas
dynamics solution with the explosive mans C

VTo is the maxom velocity of the con- replaced by the effective explosive mass Ceff.finenet wall (for a very thin wall)

17 ?tn 0i 11Vr - 0 ( wher)

and is found by Putting 11 - 0 in ()uation 1, as Z = + 2 15)
seen above. Putting Equations 1 and 3 into 27 M
Ecquation 2 givus the formula for the tube-

confined discount angle, 0: D = Detonation velocity
ft - Mass of the flyer plate

o 3 0o/(T (•N +0.5)/2) (4) Ceff - Effective explosive mass

Figure 3 shows the process of the lateral
confining tube expansion where VF is the
flyer plate terminal velocity. in til fi n Kennedy's paper C 5 ] the gas dynamicde t w rr e solution (y = 3) %%s ompared to the Gurney
the detonation wave front has just reached solution with very good results. The author
the back of the flyer plate. chose y = 3 for the explosives used in the

experimental series (Comp. C-4, PBX-9404) based
on Kennedy's work and upon calculated average
values of y fmum the JWL Equation of State L I8
(see Appendix).

*only that portion of the tube which is in one limit that ounes from the diswount

radial contact with the explosive is used in angle concept is that if the length of the
calculating N. The portion of tube that houses explosive charge is greater than a critical
the flyer plate and that acts as a barrel is length t (the radius divided by the tangent
not used in calculating the effective tube of the discount angle), then the effective
2ass (N). explosive mass is that of a cone with the base

S*The linear assurption does fit experi- equal to 11he charge radius and length equal
mental data as seen in a later section.
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No additional velocity is Achieved by adding explosive initiation. CaqMesaticn for the
xplosive beyond this length 1. effects of air drag on the plate and parallax

associated with the X-ray system ws madeEqations 4 and 5 can be used to predict [1,2,31. The results of the W" iermnts were

the average velocity (V ) of a flyer plate taken directly from Math"' and Duggin's data
from an explosive assaly like that in Fig. 1. -with no additional adjustments being radn.
The values for N (masa of the effective tube
ocnfinement) and C (total mass of the explosive) Table I shown the results of 16 non-
are used to calculate 6 (Eq. 4). The values rotating tests with the tube confinement mass/
of explosive diameter aud length Are used with exploive mass ratio (O/C) varying frcm 0.06
0 to calculate the effective mass of the to 4.4 and with the explosive was/flyer mus
explosive (Coff). The explosive detonation ratio (CAM) ranging from 2.99 to 20.14. The

values of calculated final velocity (using the
Wvelocity (W aWW flyer musa MH are used with method~ of this report) were within +50 of theCe?• and y to calculate the flyer terminal -Smeasured velocity.

In % cases, it indesired to cause the Even for dharges of length greater than

flyer plate to rotatc slowly so that oblique the charge radius/tangent of the discount
inpacts with targets may be obtained. Th. angle the agreement is excellent (in these
flyer plate thickness is varied linearly cases the apex of the con of the discount
across a diameter and suine, for a constant volume is within the explosive). Possible
thickness of explosive, the local flyer plate errors in experimental tedinique are of the
velocity ia inversely proportional to plate same magnitude as the theoretical-experimental
thickness, then a velocity gradient is develop- variance oerved from the data.
ed across the tapered plate. A method of
designing a flyer plate taper has been derived Table II shows results ou rotating systems.
using the effoctive explosive mas (C ) from The agreement betwmen the measured arnd
the results of rkuation 4. 'li velocviý calculated rotation rate magnitude is good.
gradient across the plate can be determined Experiments are currently being designed to
from the desired plate rotation rate. The further investigate the rotation process which
absolute velocities at the edges of the plate will hopefully give even better agreement
can be calculated by adding the velocity at between the theory and experiment.
the center of the plate to the velocity
differential between the center and edge of The theory %aw checked against three
the plate. Equation 5 is used to determine the experiments using an explosive made up of two
local mass of tne flyer plate that will give explosives: PEX-9404 and OC•poition C-4 at
the desired velocity at that location. The a ratio of 8:2. The explosive volume was
thickness of the flyer can then be determined adjusted analytically to an equivalent volume
by knowing the mass density of the flyer of PMX-9404 explosive by rt ?lacing the
material. In the reverse manner, if the Caiosition c-4 volume by an energy equivalent
flyer plate taper is known, then the expected volume of PBX-9404. The enrgy equivalency
rotation rate for a given explosive system can was based on the Gurney velocity of the explo-
be calculated. sive as shown in Equation 6.

The radial width of the guard ring, is (C-4)
chosen to be equal to the explosive length V°Iw5BX-9404)" Volume(C-4)
(1) times the tangent of the discount angle. J'l3 ) . (404)
It is expected that the main pressure gradient -- - 9404)
across th bac of the plate occurs in this
outer annular region. All three tests were designed for flyer rota-

tion. The results are shown in Table IXI. The
A conputer program has been written amremeant in velocity is excellent and the

which incorporates the concepts of this m agreement in rotation rate is acceptable. In
and allws calculatio of terminal velocities ev as the measured value of rotation
and rotation rates for a te-cnfined rate is less than the calculated Values.explosive system.t slssta h aeuae a~s

THEORWI'CAL-m•:MRMNTAL CODIMMION SLMVW AND CCW SKV•
Data from experizetal work of blathews and A theory for Predicting the velocity and

Du~gin 11,2,3,91 were available to the author rotation rate of a tube-oonfined explosively
and were used for oumparison to this theory. driven flyer plate has been developed. A

The exprim.nts consisted of detonating scheme for d the mans of the explo-
explosiv systems similar to the paotveveocit sive that is effetctive in drivity the plateFig. 1 and mesumring the flyer plate velocity by discounting a quantity of explosive based
and rotation rate. A flash X-ray system was on the amymt of lateral tapn Preset ha&
used to obtain multile uhdogaphs of the been devised. The tehiu predicts temnaml
flyer plate at known times after the velocity of a tube-ccnfined flyer Plate to
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within +5% and rotation rates that we about y at any ecpansion V can be determined
lot hiqrar than measured. Experinentation in using Equation A-3 leading to a plot of
continuing to furwther investigate the rotation Y Va V.
process. Thew theory has also been used1 to
predict, with equally good euts, the v (3
performwie of tube-confinrd uysytsu with Y F rA 0,-3)
hultiple explosives.

APPENDIX Figure h-l shmm the plots of y vs V for
the explosive Compoeition C-4 and PIK-9404.
The average value of Y over a given expansionDete=&nation of y for th oeelo in determined from the data of the Y vs Vin the tube-onfihed, flyer-plate sysvte it plots by using the averaging Equation A-4.ikpowtant since the final plate velocity (y)

is nearly linearly dopendent on its vulue.
(see Bquation A-1). V

V +V~ +32 e ff )I (AiA Average -/(A-4)

F + dv

Utbers
The results show that the average y for

D a Detanaticn velocity of the explosive Corposition C-4 for V - 2.36 (90% of final
velocity) is 2.94 and for V - 3.15 (95% of
final velocity) is 2.91. For PBX-9404, the

Ceff - fcti exPlosive as average y for V - 2.36 in 2.96 and for
V - 3.15 is 3.12. These values jostify the

M w Flyer plate maus use of y - 3 for the process involved in
the bar el-taaped explosive system for
phapelliog flyer plates to high velocities.Through calculations performed by Baum.

4 land Gurney £[6 it has been found that for
this system 90% of the final flyer-plate velo- EXPANSION REGION
city is attained after the exploive has OF INTEREST
expanded to 2.36 tiums its initial volume
(95% at 3.15 times the initial volume). T1hewe 3
values of percent of final flyer velocity vs
expansian ratio are not affected by the
quantity of lateral tmving because of the 2
nature of the explosive nuns disccunt process.

7 AVE a 2. 94 FOR V -2.36

T average value of y for use in 1 YAVE- 2.91 FOR V- 3.15
Equation A-1 is determined by using the JWL
equation-of-state for various explosive ____

product gases. 2 3
(a ) COMPOSITION C - 4

P A-A-V + s-P v + c (A-2) v.

4 EXPANSION REGION
P = Pressure OF INTEREST

3-o
V- Instantaneocs volume

Vo - Initial volume 2

V - Vo - Specific volum 1 7AVE - 2.96 OR V - 2.36
V'AVE - 3.12 OR V. -3.15

AB,CR1,1 - Empirically determilld/
onsntants 0  (b) PBX - 9404 V •

V0)
Fig. A. - 7VS V PLOT FOR EXPLOSIVES OF INTEREST

197

-~ -,



I Ch IV

W -4 .- 4L r- -~ 4 ý4

C, 004m %DN CM 'op

CN co r,(n0 LAn

(4 0 ' .4 w N~ N ga wa' 0 N 'a 0f

'a 0 0 0 Oj 1 CC rý 4

.j .o in . .. .. to 0 8

*0



(3 0 1

OD H4 M 0%

H~ H LM 0l
.cm C04 (M4

N N q

r-,---r-r U M

199



00m

fn 4 In

200



1. F. I. Mathews, "Explosively Propelled
Potation Plates for Obliqua MRpwt
Exparimznts , Shock and Vibration Bulletin,
No. 45, Part 47 JWn 1975.

2. F. it. Mathews and B. W. DIugin, *Bik l-
Tamped, Explosively Propelled Plt.es for
dliq•. Intat Experimets," lhock and

Vibration Bulletin, No. 46, PUrT2, pp..
145-154, August 1976.

3. F. H. Mathews amd B. W. Duqgin, "Barrel-
Tamped Explosively Propelled Rotating
Plastic Plates," Shock and Vibration
Bulletin, No. 47, Part 1, ppI M19,

1977.

4. F. A. BaUM, K. P. Stanyukovich, and B. I.
Slekhter, Physics of 1Ex , p 335,
506, lbsco 3T 1 ih trans' tion
from Fedral Clearinhuse, AD 400 151.)

5. J. E. taedy, "Explosave Output forDriving metal,- Behavior and Utiliza":ion

of EMXileis i r Desig, 12th
Ann ual sM IUM E PMbFIIWM by the
New Mexico Section of ASM, March 2-3,
1972.

6. R. W. Gu , "The Initial Velocities of
FragIento from Horbs, Shells, and
Grenades," BRL Reort 405, 1943.

7. A. K. AziZ, 11. Hurwitz, and H. M.
Sternberg, "Eniery Transfer to a Rigid
Piston Under Detonation loading.,"
Physics of Fluids 4, 380-84, 1961.

8. E. L. Lee, H. C. iornig, and J. W. Kury,
ALiabatic lEpansion of High Eploaive
Dejtonation Products, Lawrence FaRadLtic

Lagratory F4port, Ar-rd50422, TID-4500,
LE-4, CE4., May 2, 1968.

9. F. 1. Mjathewa and B. W. Diggin, Private
Comutnication.

10. E. Lee, m. Finger, and W. Collins, OWL.
quationf-lSate Ccefficintis for Id

~E±p ve•e8, Larence Uivernre Labratoy
l ~rt, LXID>-16189, January 16. 73.

201

uI

i •

:iJ



A STABILITY THEOREM FOR A DYNAMICALLY LOADED

LINEAR VISCOELASTIC STRUCTURE

D. W. Nicholson
Naval Surface Weapons Center

white Oak, Silver Spring, Maryland 20910

The response of a linear viscoelastic structure to a
dynamic load is considered. For the finite element
equation of dynamic equilibrium a representation of the
solution is derived using the exponential matrix function,
and this representation permits application of the highly
efficient method of Gaussian quadrature. Positive
definiteness and other properties of the system mass,
damping arid stiffness matrices are shown to ential
satisfaction of an inequality ensuring a physical and a
numerical type of stability.

INTRODUCTION represented as the linear system il1

We consider a damped linear system Mk + Do + Kx = f(t) (i)
under dynamic loading. Positive
definiteness of the system matrices is where M, D and K are, respectively,
shown to ensure satisfaction of a
condition both for physical and the mass, damping and stiffness

numerical stability. A general matrices, x is the displacement vector

solution is obtained using the mntrix and f is the force vector. Theexponential function, and computation matrices are n by n and real, constant,
exonbentialrformedunction, ad ecient Hermitian and positive definite (RCHPO),
can be performed using the efficient the vectors are real and n by 1, and
method of Gaussian quadrature. Our the superposed dot denotes differ-
results appear to be new. entiation with respect to time t. The

Of course, stability of linear vector f(t) is considered known as a

viscoelastic and other time invariant function of time. For wave propagation

linear systems has been extensively analyses, the mass matrix is diagonal

studied before, Primarily, physical [2].
stability was investigated and an
approach (Lyapunov's first method) was We introduce the matrix

followed which obviated the need for exponential function defined for the

establishing a certain mathematical nonsingular matrix (Xt) by the power
fact (namely, that the norm of the series (3]

transition matrix not exceed unity).
Howev;er, because certain additional Exp(Xt) _ (xt)/j! (2)
physical and numerical stability
results are thereby obtained, this
fact is worth demonstrating. Here,
apparently for the first time, the This function is completely analogous
demonstration is given, and several to the scalar exponential function,
consequences are described, and in particular we will need the

useful properties
RESPONSE OF DAMPED LINEAR SYSTEMS

1. General Form of the Solution Exp(Xt) Exp(-Xt) = I (3a)

In finite element analysis and Exp(XtI) I xp(Xt 2 ) = Exp(X(t 1 + tQ)
elsewhere, the dynamic response of a
linear viscoelastic structure may be (3b)
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dId"Exp(Xt) = X Exp(Xt) - Exp(Xt)X (3c) where i f 1 corresponds to the interval0 < T < At. The interval for the ith

ft interval is now evaluated as [4)

Exp(Xt)dt (Exp(Xt)-I) X. (3d) iAt

Exp(-A Br)A- q(T)dT
Jquation (1) may be rewritten as( A•(i-l) At(6

A, + Sq = h(t) (4)(6)

wnr ' .,a r , L k Exp [.A-ljk Ai) ] A q (Tj i)r A k (i))A T. )

A B ~l-S0 K,,"

If t)) iNow Equation (3b) together with
-h() - .Equation (5) implies a kind ofq recursion relation:

if
Using Ejuation (3c), Equation (4a) is C (i) . Exp(.A-A 1 j (i))
readily shown equivalent to j

Exp(-A-1 Bt)d Exp(A-iBt)q - A lh(t). then
After elementary integration and the J (i) - Exp(-A-BAt)Jj(il)

application of Equation (3c), we have
t - l x -'Bt i-il (1)

q Exp(-A
1lBt) f Exp(A-

1 rn) A- ih~n)dn =Exp(-.A -1BAt) -

f- Equation (6) is conveniently rewritten0 (4b) ast

Exp(-A- )A-g(T)d f4c) itExp-AB)Aq(r)d

U-I~ft(i-l) At
where

he g(r) = f~to°--) }•Ep(A k (i-i)A1, T (_0 At I U -1) (i)
•-Exp (-A- BAt) F (

The foregoing integral represen- j-1
tation of the solution suggests a
powerful method of integration, namely
Gaussian quadrature, as discussed below. So the application of the Gaussian

quadrature method, which itself is most
2. Application of Gaussian Quadrature efficient, is facilitated by the

recursive relations derived from the
The numerical integration can be properties of the matrix exponential

facilitated by exploiting the useful function.
properties of the exponential matrix
function, particularly Equation (3b). We will subsequently prove a
Divide the interval of integration into strong stability theorem for the present
N subintervals of length At. The numerical method which will be then
Gaussian quadrature points in the ith seen to offer strong attractions

compared to the more common methods,
such interval are designated -ri including mode superposition and direct
T (i) .i.W But for equal numerical integration. These latter

2 'k two methods are sometimes inconvenient
intervals At, these points have the or unst ble [5]. But one very serious
relation disadvantage of the present method is

the fact that the exponential matrix(i) function can be fully pupulated even
T Tj + (i-) At when M, D and K are sparse and banded,

so that storage limitations may be
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bothersome. We hope to determine in r
future work how this difficulty can be 'I I:X× (-A Bt x, A-IS 4 i,..IjIt (I
obviated.

STABILITY CONDITIONS (A-B 1+ j'-[0 A- h

In this section we derive an a'uminj JAI B imf) in nonsinvjular,
inpqualty ensuring both a physical and which we will subsequently prove it to
a numerical type of stability. In the be. Rwwritin] squies
subsequent section we prove that the
inequality is satisfied by the damped -I
linear system represented by Equation )

0 ).(A- 1 1 + 4 ,. )1 A- h .

l. Physical Stability

For impulse loading expressed by By virtue of norm proportics,

f(t) = f 6(t) Iq " I- ;xp(i't) +1 IExp(-A-A it) I

where f is a constant vector and 6(t) A I h0

is the Dirac function, the solution Put
expressed by Equation (4b) becomes [61

I IExp(Iist) = IEXp(iet) I 1,

q = Exp(-A -Bt)AI where in this instance the vertical

bars denote the magnitude. By the
The present system will be called physical stability condition, lneq. (7),
physically stable if its response to an it follows that
impulse loading is nonincreasing in
time. Let 1.1 denote some vector norm IqI/12 (A- +i,.,I)- A-11o 0

and let I I. I1 denote some consistent
matrix norm [7]: i.e., for a vector y Otherwise stated, the physical
and a matrix Y, stability condition implies a bound on

the response to a constant amplitude
oscillatory input. By using the

Ivyl ! I IY lyl - Fourier representation

Physical stability obtains if for some f(t) fn Exp(in.-t)
such norms n=o

,q[/.A--RI , 1 . one may prove that the present condition
of physical stability leads to a

It is sufficient if corresponding bound on the response for
a very general class of input functions.

I1 Exp(-A-1Bt) II < 1 (7) 2. Numerical Stability

Computational error will arise in
for all t > 0. Hereafter the system of the foregoing numerical approach from

interest will be called physically several important sources, including
stable if Ineq. (7) is satisfied, quadrature error and "propagated initial

error." A computational method will be
To consider physical stability called stable with respect to a given

further', consider the constant amplitude source of erzor if this error increasesoscillatory input at most linearly with the number of time
steps over which computation is

performed. Of primary concern in this
f = f Exp(iwt) = f Exp(liwt). regard is that error at one time stepmight be amplified in subsequent steps.S(That fo Exp(iwt) - fo Exp(Iiwt) is At first glance, such a difficulty would

(be expected here because of the presence
readily proved from Equation (2).) Now -1

referring back to Equation (4b) we find of Exp(-A It) in the integral of
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Equation (4c). In this section we definito (RC HPD)
focus on the computation of

Exp(-A BL). MIABILITY THEOREM

A suitable matrix norm [71 can beOwing to proerty (3b), if ttmAt found such that Xneq. (7) is satisfied
for some integer, then if and only if

Exp(-A Bt) = Exp(-mA- BLt) p(Exp(-A-But)) < 1

= [Bxp(-A iBAtl . where p denotes the spectral radius of

the matrix Exp(-A-Bt3t). (or the

Suppose that computation of eigenvaluus Ai(Exp(-A B t),

Exp(-A -B t) .ntroduces a "small"
error E such that the actual computed p(lixp (-A B t)) =
matrix C is given by

C Exp(-A B~t) + E, max Xi(Exp(-A-IBZt))I.)

where Il1s IlICl <1 1. (Rapid Now®

computation of EXp(-A' BAt) is
discussed in the appendix.) Assume
that subsequent matrix operations Xi (Exp(-A BAt)) Exp(-X I(A- 1B)6t)
introduce no further error, and now at

the mth time step and upon writing Ai(A- IB) = ai +

Cm - Exp(-Al1Bit)m we have

+ m Exp(-A- BAt)m-1 E.... f[Exp(-A-IBA)

Define the mth error Em as Em = max [i~ xp(-aiAt)Exp(-iRiAt)jI

C m - Exp(-A IBAt, m, and for fIIEf

sufficiently small we obtain = max I Fxp(-LiAt)I
i

Em i [Exp(-A'iBAt)J m-i5
= Exp [-(min oi)At].

In terms of matrix norms, i

mm1  11in I Exp(-A I BAt' jrn-i ~So now proving stability reduces to
HEM proving that min a > 0, that is, to

i -l
Clearly, the present error grows stably, proving that the eigenvalues of A B
i.e., at most linearly with m, if have only nonnegative real parts. In

this event A-1 B is called a stable
IlExp(-A- BAt) I< I , matrix.

and by Equation (3b) this condition A matrix will be called strongly
holds if and only if stable if its eigenvalues have only

SIpositive real parts. Our strategy in
I Exp(-A-Bt) W 1 proving that Ineq. (7) is satisfied in

the present system is to show that the
for all t. But this last inequality positive definiteness and other
was previously given in Ineq. (7) as properties of M, D and K entail that,
the condition for physical stability. -1
Recapitulating, Ine state a for every T > 0, A(B + I) is similarto a strongly stable matrix, and is
condition for both a physical and a thereforA itself strongly stable.
numerical type of stability.

It is convenient to introduce an
In the subsequent sections we intermediate notion, Specifically, aprove thaLt Ineq. (7) holds under the itreit oin pcfcly

assumprove that Me. (7) h nd are rthe matrix Y will be called positive realassumnption that M, D and K are reaL,
constant, Hermitian and positive [7] if and only if yH fy is a positive
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real number for every nonvanishing real has been derived using the matrix

vector y. (Here yH is the Hermitian exponential function. A stability
transpose of y.) By a theorem condition has been derived ensuring
attributed to Wachapress [7], necessary stable response to a broad class of
and sufficient conditions for Y to be dynamic inputs, and also ensuring

be numerical stability with respect to
positive real rre thatY + y be propagated error. A theorem has been
positive definite, proved showing that the stability

condition is satisfied under the
For every real o > o, B + CI is assumptions on the system matrices,

positive real since particularly positive definiteness.

2(D + El) o REFERENCES
B + rI + (B + £I)H =I]

LO 2c1 1. R. D. Cook, Concepts and
Lo Applications of Finite Element

is positive definite (block diagonal Analysis, John Wiley and Sons,
with positive definite blocks). Now New York, 1974

the RCHPD matrix A can be written as 2. C. J. Constantino, "Finite Element
1 -1/2 1/12A- - A A-1 2 where A-/ 2 is Approach to Stress Wave Problems,"

likewise RCHPD [7]. Further, for every Proc ASCE, J.E.M. Div., Vol 93, 1967

nonvanishing real vector -/2 3. A. Householder, The Theory of
(B + CI)A 1/2 can be written as Matrices in Numerical Analysis,
A-/2y) + (-i2y nhBlaisdell, New York, 1964

a positive real number since B + rI is 4. G. Dahlquist and A. Bjork,

positive real. (That A-1 / 2 is non- Numerical Methods, Prentice-Hall,
vanishing follows from positive Inc., Englewood Cliffs, New Jersey,

definiteness of A-1 2 .) Hence A-1 / 2  1974
(B + I)A-1 / 2 is also positive real 5. K. C. Park, Evaluating TimeB +Integration Methods for Nonlinear

We now invoke a theorem attributed Dynamics Analysis, in r-inite

to Lyapunov [7]. A matrix X is strongly Element Analysis of Transientstable if and only if there exists a Nonlinear Structural Behavior, ed.

positive definite, Hermitian matrix Y T. Belytschko, et al, ASME, 1975

such that XY + YXH is positive definite. 6. W. Fliigge, Viscoelasticity,
With the identification Y = I, it Blaisdell Publishing Co., London,1967
follows that the positive real matrix
A- (B + CI)A is strongly stable. 7. D. M. Young, Iterative Solution of

Large Linear Systems, Academic
But note that Press, New York, 1971

-( 8. W. L. Brogan, Modern Control Theory,
Quantum Publishers, New York, 1974

A-I 2rA-I/(B + CI)A//2] APPENDIX

So A (B + EX) is similar to a strongly Rapid Computation of Exp(-A'B1 t)

stable matrix and is therefore itself
strongly stable. For every c > o, its The exponential matrix function
eigenvalues have positive real parts, satisfies the equation [8]
Hence A-IB is a stable matrix, and the
satisfaction of the stability condition, - A AB]1Ineq. (7), is proved for the system Exp(-A-Btt) lim -
represented by Equation (1).

CONCLUSION
One may derive the approximation

We have considered a damped linear

system with positive definite mass,
damping and stiffness matrices. A
solution permitting application of the
efficient method of Gaussian quadrature
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xp(-Al BAt)m 2 The present method involves both
x BAtm + E"1 m)At .extrapolation" and "telescoping."

+ f2 (m)At' + 0(A•').

A representation accurate to order

O(At ) is obtained by eliminating At 2

and At3 in the system

-l A flAt) +

Exp(-A BAt) = (1 - f(m)At

+ f 2 (m)At 2

- A1A t)m+l
EXp(-A IBAt) = A B t)

+ fl(m+l)At2 + f 2 (m+l)At

-(I A-IBAt)m+2
+xp(-A BAt) m+2

+ fl(W-2)At3 + f 2 (m+2)At
3

2I
This leads to an expression of the form

Exp(A- 1BAt) =O(t
4 )

3 I [ l m-l+il
A- I

q (m) I A B A

where q,(m)1 , q 2 (m) and q 3 (m) are

readily derived.

Suppose now that m = 2 k for a k
positive integer. Then computation of

in requires only knm/kn2

matrix multiplications according to
the scheme

-Jk =m
q = 1,2 ........ , k

Jq+l 2 iq

1 2i( 1 At) [-A BAt)

m q+l
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ANALOG DOUBLE INTEGRATION OF SHOCK PULSES

Kalman Peleg, Associate Professor
School of Packaging

Michigan State University
East Lansing, Michigan
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Conventional monitoring and evaluation in shock testing is based mainly
on acceleration pulse recordings from a shock machine and a tested pro-
duct. For product fragility boundary establishment, shock machine
velocity change is either computed from drop height, measured by an
optical velocity meter or single integration of the acceleration time
pulse.

An approach to acceleration transient analysis is described whereby a
real-time double integrator circuit provides analog readout of velocity
and displacement as well as acceleration, Absolute and relative velo-
city changes and displacements are obtained by means of consecutive
integration of signals from acceleration transducers,

Although an analog double integration circuit is featured in this work,
the applications also apply to digital double integration.

INTRODUCTION Double Integrator (A.D.],) for simultaneous
real-time recording of velocities and displace-

Since the advent of shock machines for ments as well as the source acceleration sig-
shock testing [El, monitoring and evaluation of nals.*
test results is based mainly on acceleration
pulse recordings of shock machine and tested An AD.I. in conjunction with the availa-
product. For product fragility boundary esta- bility of extremely light weight and high sen-
blishment [1,4], shock machine velocity change sitivity accelerometers provides the capability
is either computed from drop height measured by of measuring relative displacements of very
an optical velocity meter or single integration delicate product component parts with good
of the acceleration pulse [2,3,4]. accuracy.

Real-time double integration can signifi- In shock machine testing, absolute table
cantly extend the capability of acceleration and product velocity changes and displacements
transient analysis whereby absolute and rela- as well as velocities and displacements of the
tive velocity changes and displacements can be product in relation to the table or product com-
measured by means of consecutive integration of ponent parts in relation to the product itself
signals from acceleration transducers (acceler- can be measured. Some additional practical
ometers) E5]. application possibilities are:

In a recent study conducted by the authors 1. Hammer/Anvil configurations,
at MTS Systems Corporation, a practical single
and double integration electronic network was A. Measuring dynamic displacement of
developed utilizing a small analog/hybrid com-
puter. This prototype network wi;. serve as a *Readers interested-in details of the electronic
basis for development of a commercial Analog network of AD.I. are referred to the second

author.
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the programmers of a shock machine The signal Gi from a probe accelerometer
El1,4J. attached to the place where displacement mea-

surement is desired, is fed into the A.DO.I.
B. Velocity changes and recoil dis- circuit through a suitable accelerometer condi-

placements of inertia activation tioner. This mode requires setting of initial
mechanisms (automatic weapons, conditions for velocity Vo and displacement Xo
canons, dies, etc.). at the instant of collision. However, initial

conditions are not required for measuring total
2. Packaging problems. velocity change AV alone. Thus, by running a

preliminary test and single integrating the
A. Measuring velocity changes and acceleration signal,Vo can be computed by:

dynamic displacements of cushioned
items and product component parts. AV

B. Measuring dynamic cushion deflec- I = r (1)
tion In shock machines, cushion
testers, or free fall drop tests
of packaged products to detect where C is the coefficient of restitution of
"bottoming" strains (maximal the colliding surfaces.
cushion deflection). Cr is either known from physical tables or

C. Detecting critical dynamic deflec- can be easily determined by independent tests.
tions of containers or product For example, an optical velocity change meter
component parts. This is espec- can be used for this purpose, whereby
ially important in product fra-
gility testing whereby unacceptable AV
deformation (non-destructive Vo - 1 + tlit2  (2)
assessment) of components on the
verge of elasticity limits rather
than actual failure (destructive Here, tl and t1 are optical velocity change
assessment) serve as product fra- meter readout times corresponding to incidence
gility criteria, and rebound times respectively.

The A.D.I. also affords estimation of the The oscilloscope traces in Figure 2-42
energy involved in shock by real-time plotting were obtained with V. - 0 setting. Note that
of the acceleration signal versus the displace- the velocity trace does not pass through zero
ment calculated by double integration. This at the transition between incidence and rebound,
type of analysis creates a completely new dimen- consequently the displacement signal "Ramps
sion in shock analysis, since the area under the Off". Thus, displacement cannot be measured
acceleration (force) deformation curve repre- but total velocity change is readily obtainable
sents the energy involved in the dynamic test. (about 2.2 m/sec in Figure 2-42). When Vo ' 0,
Thus, it is possible to estimate energy absorp- the accuracy of the displacement trace will
tion of cushioning materials, shock absorbers, depend strongly on the exactness of the Vo set-
etc., or plot dynamic hysteresis curves of any ting at the instant of collision.
material subjected to transient loads.

This may be facilitated by using electro-
Although an analog double integration cir- optical rather than a mechanical microswitch

cuit is featuired in this work, the applications for triggering the A.D.I, Assuming Xo - 0 at
apply to digital double integration as well. the instant of collision and given accurate

estimates of Vo, an accurate A.V.I. calculation
of dynamic displacement is possible,

PRINCIPLES OF OPERATION
Figure 2-41 is an example of this mode.

There are two possibilities of A.D.I. app- Retaining the same input pulse as in Figure 2-42
lication: "absolute" and "relative" mode. In the total velocity change remains the same
the Absolute Mode only one accelerometer is (2.2 m/sec) whereas the setting of initial
used for determination of absolute velocity velocity to Vo - 1.1 m/sec results in about
change AV and displacement AX. In the Relative 5.5 mm displacement.
Mode two accelerometer signals are subtracted
from each other to obtain relative acceleration Oleson [5] described this mode of double
GR, whereupon relative velocity change aVA and integration, however, the real advantage of
relative displacement AXR are generated by double integration in shock testing lies in the
A.D.I. ability to measure relative displacement by

double integrating a differential acceleration
signal between two accelerometers.

Absolute Mode

Figure la is a schematic of the absolute
mode setup for shock machine testing.
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b, Relative ADI Mode

Fig. - Schematics of Analog Double Integration setups.
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The first integration, to obtain the rela- I
tive velocity VR(t) is:

S GR(t) dt VR(t) + Constant (4)

where the constant of integration is the ini-
tial relative velocity between specimen and
table at the instant of collision. In most
pra'tical cases this can be assumed to be zero,

Thus, the relative displacement XR is
obtaincd simply by:

n VR(t) dt d XR(t) 4 Constant (5)

Again, the constant of integration may be
assumed to be zero since the relative movement
between the table of the shock machine and spe-
cimen prior to collision is negligible compared
to the displacement during the shock.

Figure lb is a schematic of the relative
mode setup for A.D,M. Note that the LVDT (Lin-
ear Variable Displacement Transformer) is not
required for A.D.I, calculations. It was used
in our experimental setup for estimation of
A.DI. displacement error by comparing A.D.I.
and LVDT results.

The oscilloscope traces in Figure 3-13,
19, 37 are examples of shock machine tests of
the same specimen with elastomer, plastic, and
gas cylinder programmers respectively. Note
the relationship between the three signals Gi,
Go and C It can be seen that GC changes sign
during e input pulse period. Tat is, the
"specimen is accelerated in relation to the
table at the beginning of the shock and decel-
erated at the end of the shock,

Fig. 2 - Example of absolute mode A.D.I. The oscilloscope traces in Figure 3-14, 20,
with initial conditions V. 0 (42) and 38 are examples of double integration of the
Vo = .1 ni/sec (41). AVi 2.2 m/sec in both corresponding GR signals in Figure 3-13, 19, 37
cases. respectively. For comparison, simultaneous tra-

ces of AXR by the LVOT are shown together with
the A.DI, traces, Note that only the first

Relative Mode "half cycle" represents the "shock", while the
traces following the first half cycle represent

In the relative mode there is no need to residual reciprocating motion of the specimen
know Vo in advance. A second accelerometer is following the shock, These can be used forjused as a reference and acceleration differ- calculating the logarithmic decrement of the
ences are double integrated, system, i.e. the damping characteristics.

Let GR be the relative acceleration (dif-
ferential acceleration signal), DYNAMIC FORCE DEFLECTION CURVES

GR = Go - Gi (3) The dynamic force acting on the Specimen
during a shock can be approximated for most

where Go is the output or probe acceleration and typical specimens as Go times the mass of the
Gi is the input or reference acceleration sig- specimen. Thus, plots of Go versus AXR are
nal, A good example is shock machine testing, essentially dynamic force deformation curves of
where Gi is the signal from an accelerometer the specimen during the shock. Such curves are
mounted on the table while Go is generated by a very useful in materials testing where measure-
probe accelerometer on the specimen. ment of resistance to transient loading is

desired.
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Fig. 3 -Traces of accelerometer signals for elastomer, plastic and gas cylinder programmers
(13, 19, 37 respectively). Corresponding velocity changes and relative displacements obtained by
A.D.I. (14, 20, 3R respectively).
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The oscilloscope traces on the left side -Gi pulse. After completion of the G1 pulse
of Figure 4-10, 21, 3g are Go versus AXR plots the trace becomes Go versus 6XR and therefore
of the three example input pulses in Figure 3 also shows the dynamic hysteresis loops.
respectively, while the right side curves were
obtained by plotting Go versus the LVDT signal
for comparison. These curves are actually ACCURACY OF AD.I.
dynamic hysteresis loops, with the outer loop
representing the first cycle (shock pulse) The inherent difficulty in double integra-
while the consecutive inner loops represent tion of shock pulses is that the integrator
residula reciprocating specimen motion follow- gains must be very high In order to provide
ing the shock. useable scaling on displacement. Gains of 245

volts per sec, per volt for the first integra-
Also, the area enclosed by the loops tor and 400 volts per sec. per volt for the

represents the energy dissipated by the speci- second integrator were used in this work. This
men during the test. The portion of the area provides a net gain of 98000 through the two
enclosed in the loops to the left of the G integrators. As a result, displacement error
axis represents the energy dissipated by tRe builds up at a rate of O.04gt 2 times the DC off-
specimen during incidence (compression of spe- set in the first integrator.
cimen) while the area to the right of the Go
axis represents the energy dissipated during This effect is minimized by use of an
rebound (expansion of the specimen). automatic balancing circuit to correct DC off-

set. and a trigger mechanism to initiate inte-
It is interesting to observe that the gration at the instant the shock table contacts

relatively long square (trapezoidal) input the programmer. Additinnal sources of error in
pulse of about 13 g (Figure 3-37) produced sim- A.D.I. applications are:
ilar response to the 24 g haversine pulse (Fig-
ure 3-13). This can be seen by comparing the 1. Poor matching of reference and probe
shape and size of the loops in Figure 4-10 to acce1prometers in the relative mode.
those of Figure 4-39. 2. Inaccurate triggering and electrical

Also, the response of the specimen to the trigger noise.
short duration 170 g peak pulse of Figure 3-19
is only slightly greater than the previous 3. Friction noise in guide posts and
(compare Figure 4-21 to Figure 4-10, 39). This bearings of a shock machine.
demonstrates, in a very simple way, the rela-
tive role of peak acceleration, pulse shape and 4. Electronics components sensitivity
duration in shock testing r1,3J. to temperature and other environmental

changes.

In addition to Go versus 6XR plots.the

A.D.I. affords plotting of any two signals out 5. Due to filtering effects which may be
of the group - Gi, Go, GR, AVR, AXR, AXi - introduced by the accelerometers and
against each other. Of practical interest are conditioners, there may be a small
Gi versus AXi and GR versus AXR plots. The phase error between the real acceler-
traces in Figure 5-16, 24, 43 are examples of ation time history and the accelero-
the former while the traces in Figure 4-11, 22, meter signal used for the integration
40 are examples of the latter for the three with the accelerometer signal having
example input pulses of Figure 3. a phase lead at low frequencies with

respect to the real acceleration.
Gi versus tXi plots may be considered as

shock machine "programmer signatures". Compare 6. Slight displacement amplitude errors
the gradual deflection and rebound of the elas- can be introduced due to A.D.I.
tomer programmer (Figure 5-16) creating a half- scaling errors or accelerometer con-
sine pulse to the "spike" force deflection ditioner loading by the A.D.I. circuit.
curve of plastic programmers (virtually no
deflection - Figure 5-24) to a gas cylinder pro- All of these errors can be reduced to
grammer (Figure 5-43) reaching maximum force at acceptable values by accurate matching of accel-
almost zero deflection then keeping up the max- erometers, photoelectric triggering, proper
imum force throughout its deflection followed cable shieldinig and high quality electronics.
by sudden rebound. "Programmer signature" Friction noise, filtering effects and A.D.I.
curves are useful in optimal programmer design. scaling errors can be reduced by suitable pre-

calibration.
The traces in Figure 4-11, 22, 40 are tra-

ces of GR versus AXR for the three example
input pulses in Figure 3 as before. Since Velocity Change Accuracy
GR = Go - Gi, the GR versus LXR plots are

affected by both Gi and Go. T e input pulse Throughout the tests, velocity change from
tends to be of short duration relative to the an optical velocity change meter were compared
specimen response. Consequently, GR is domi- with integrator results. The table below shows
nated initially by -Gi and therefore shows the some representative results for 12 inches
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Fig. 4 - Hysteresis loops of the same specimen subjected Lo the three different shock pulses(10, 21, 39 respectively), Corresponding "specimen signatures" (1H, 22, 40 respectively).
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effective drop height with plastic programmers,

AVi Optical hVi Integrated
m/sec mLsec

1.92 2.00
1.96 1.95
1.96 1.90
2.05 2.10
2.11 2.20

It can be seen that the agreement is quite
good,

Absolute Displacement Accuracy

Theoretical displacement of shock machine
programmers were calculated using the following
formula:

Halfsine pulses: AX =3.898 x U'-5 x ACC x t2

Square pulses; 6X =4.83 x 10"5 x ACC x t2

where ACC is in g, t in ms, and AX in inches.

The table below compares some of the the-
oretically calculated values to the integration
results: (12 inches effective drop height)

SAXi Theoretical AX1 Integrated
rmm mm

Plastic
Programmers 0.928 1.25

Elastomer
Programmers 13.1 13.0

S- - -Gas

Programmers
(100 psi) 7,28 7.55

Again, the agreement seems to be quite good.

Relative Displacement Accuracy

Throughout the tests, relative displace-
ment readings obtained by A.D.I. were compared
with those of the LVDT.

Visual inspection of the 6XR traces gen-
erated by the LVDT, versus AXR traces obtained
by A.D.I., reveals good agreement up to about
100 ms time histories (Figure 4 and Figure 3-14,
20, 38). Note that comparing LVDT and ADI.
results involves an inherent error due to the

Fig. 5 - Elastovier, plastic and gas cylin- phase shift effect as mentioned earlier, This
der "progranmier signatures" (16, 24, 43 respec- effect will tend to reduce the area enclosed
tively), within the A.D.I. hysteresis loop, On the other

hand, the phase as measured by an LVDT will
tend to lag the true phase angle between the
real acceleration and displacement. Thus, the
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area within the LVDT hysteresis loop will be AXR - Relative displacement (product versus
slightly increased in comparison to the true shock machine table ) ftF.
value. tI st2 Optical AV meter readouts, ms,

Consequently, it appears that A.0,I. re-
sults do not carry larger errors of velocity
change and displacement than conventional opti- t - tilme msec.
cal velocity change meters or LVDT's.

Cr c Coefficient of restitution.

CONCLUSION LVDT - Linear Variable Differential Trans-
former (displacement transducer).

The feasibility and some application pos-
sibilities of A.D.I. were demonstrated and the
accuracy was shown to be adequate for process-
ing time histories of up to 100 ms. These REFERENCES
results were obtained with a small comnercial
analog computer. The use of better electronic 1. Newton, R. E., Fragility Assessment-
circuit design would result in superior accur- Theory and Test Procedure, Nava
acy and dependability. Nevertheless, the ate SchoolJMonterey, CA, 1968.
results achieved in the study are comparable
to those obtained by conventional optical 2. Kelly, R, D. and G. Richman, "Principles
velocity change meters and LVDT's. The flex- and Techniques of Shock Data Analysis",
ibillity afforded by measuring velocity and SMV-5, Shock and Vibration Center,relative displacement from accelerometer sig- U•'•T.Dept. of Defense, Ch. 7, 1969.

nals, rather than cumbersome fixturing of
velocity meters or LVDT's, renders A.D.I. a 3. Kipp, W. I., "Impact with Rebound; An
powerful tool in shock testing. Advanced Tool for Laboratory Crash

Simulation", Copedum International
The economics are also favorable since the Automobile Safe jonerence, pp. 8B6-

additional cost for A.D.I. electronics are lar- 875. 1970.
gely offset by the elimination of velocity
change meters, LVOT's, conditioners and dis- 4. Baird, T. W. and R. L. Kuhn, "Shock Machine
plays. Testing: New Methods of Measuring Velo-

city Change", Package Deve1oment and
Sytms, pp. 19-21. JuTy/August 1977.

NOTATION 5. Oleson, M. W., "Integration and Double
Integration: A Practical Technique",

Sign convention for all values: Up® Down(s) Shock and Vibration Bulletin 35 Part 4,
February 1966.

Gi Input acceleration (shock machine
acceleration) - g.

G - Output acceleration (product component
acceleration) - g.

GR - Relative acceleration (product versus
shock machine acceleration) - g.

AVi - Input velocity change (shock machine
table versus machine base) m/sec.

AVo - Output velocity change (product versus
machine base) m/sec.

AVR - Relative velocity change (product ver-
sus shock machine table, product com-
ponent versus product, etc.) m/sec.

V0 - Initial velocity for integration
(ideally V0 - VI) m/sec.

LXi - Absolute displacement of input accel-
erometer (deflection of programmers)mm

AX - Absolute displacement of output accel-
erometer (displacement of product ver-
sus machine base) mm.
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